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Prefaces 

Preface to the English Edition 

An entire generation of mathematicians has grown up during the time be­
tween the appearance of the first edition of this textbook and the publication 
of the fourth edition, a translation of which is before you. The book is famil­
iar to many people, who either attended the lectures on which it is based or 
studied out of it, and who now teach others in universities all over the world. 
I am glad that it has become accessible to English-speaking readers. 

This textbook consists of two parts. It is aimed primarily at university 
students and teachers specializing in mathematics and natural sciences, and 
at all those who wish to see both the rigorous mathematical theory and 
examples of its effective use in the solution of real problems of natural science. 

Note that Archimedes, Newton, Leibniz, Euler, Gauss, Poincare, who are 
held in particularly high esteem by us, mathematicians, were more than mere 
mathematicians. They were scientists, natural philosophers. In mathematics 
resolving of important specific questions and development of an abstract gen­
eral theory are processes as inseparable as inhaling and exhaling. Upsetting 
this balance leads to problems that sometimes become significant both in 
mathematical education and in science in general. 

The textbook exposes classical analysis as it is today, as an integral part 
of the unified Mathematics, in its interrelations with other modern mathe­
matical courses such as algebra, differential geometry, differential equations, 
complex and functional analysis. 

Rigor of discussion is combined with the development of the habit of 
working with real problems from natural sciences. The course exhibits the 
power of concepts and methods of modern mathematics in exploring spe­
cific problems. Various examples and numerous carefully chosen problems, 
including applied ones, form a considerable part of the textbook. Most of the 
fundamental mathematical notions and results are introduced and discussed 
along with information, concerning their history, modern state and creators. 
In accordance with the orientation toward natural sciences, special attention 
is paid to informal exploration of the essence and roots of the basic concepts 
and theorems of calculus, and to the demonstration of numerous, sometimes 
fundamental, applications of the theory. 
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For instance, the reader will encounter here the Galilean and Lorentz 
transforms, the formula for rocket motion and the work of nuclear reac­
tor, Euler's theorem on homogeneous functions and the dimensional analysis 
of physical quantities, the Legendre transform and Hamiltonian equations 
of classical mechanics, elements of hydrodynamics and the Carnot's theo­
rem from thermodynamics, Maxwell's equations, the Dirac delta-function, 
distributions and the fundamental solutions, convolution and mathematical 
models of linear devices, Fourier series and the formula for discrete coding 
of a continuous signal, the Fourier transform and the Heisenberg uncertainty 
principle, differential forms, de Rham cohomology and potential fields, the 
theory of extrema and the optimization of a specific technological process, 
numerical methods and processing the data of a biological experiment, the 
asymptotics of the important special functions, and many other subjects. 

Within each major topic the exposition is, as a rule, inductive, sometimes 
proceeding from the statement of a problem and suggestive heuristic consider­
ations concerning its solution, toward fundamental concepts and formalisms. 
Detailed at first, the exposition becomes more and more compressed as the 
course progresses. Beginning ab ovo the book leads to the most up-to-date 
state of the subject. 

Note also that, at the end of each of the volumes, one can find the list 
of the main theoretical topics together with the corresponding simple, but 
nonstandard problems (taken from the midterm exams), which are intended 
to enable the reader both determine his or her degree of mastery of the 
material and to apply it creatively in concrete situations. 

More complete information on the book and some recommendations for 
its use in teaching can be found below in the prefaces to the first and second 
Russian editions. 

Moscow, 2003 V. Zorich 
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Preface to the Fourth Russian Edition 

The time elapsed since the publication of the third edition has been too short 
for me to receive very many new comments from readers. Nevertheless, some 
errors have been corrected and some local alterations of the text have been 
made in the fourth edition. 

Moscow, 2002 V. Zorich 

Preface to the Third Russian edition 

This first part of the book is being published after the more advanced Part 
2 of the course, which was issued earlier by the same publishing house. For 
the sake of consistency and continuity, the format of the text follows that 
adopted in Part 2. The figures have been redrawn. All the misprints that 
were noticed have been corrected, several exercises have been added, and the 
list of further readings has been enlarged. More complete information on the 
subject matter of the book and certain characteristics of the course as a whole 
are given below in the preface to the first edition. 

Moscow, 2001 V. Zorich 

Preface to the Second Russian Edition 

In this second edition of the book, along with an attempt to remove the mis­
prints that occurred in the first edition,1 certain alterations in the exposition 
have been made (mainly in connection with the proofs of individual theo­
rems), and some new problems have been added, of an informal nature as a 
rule. 

The preface to the first edition of this course of analysis (see below) con­
tains a general description of the course. The basic principles and the aim 
of the exposition are also indicated there. Here I would like to make a few 
remarks of a practical nature connected with the use of this book in the 
classroom. 

Usually both the student and the teacher make use of a text, each for his 
own purposes. 

At the beginning, both of them want most of all a book that contains, 
along with the necessary theory, as wide a variety of substantial examples 

1 No need to worry: in place of the misprints that were corrected in the plates 
of the first edition (which were not preserved), one may be sure that a host of 
new misprints will appear, which so enliven, as Euler believed, the reading of a 
mathematical text. 
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of its applications as possible, and, in addition, explanations, historical and 
scientific commentary, and descriptions of interconnections and perspectives 
for further development. But when preparing for an examination, the student 
mainly hopes to see the material that will be on the examination. The teacher 
likewise, when preparing a course, selects only the material that can and must 
be covered in the time alloted for the course. 

In this connection, it should be kept in mind that the text of the present 
book is noticeably more extensive than the lectures on which it is based. What 
caused this difference? First of all, the lectures have been supplemented by 
essentially an entire problem book, made up not so much of exercises as sub­
stantive problems of science or mathematics proper having a connection with 
the corresponding parts of the theory and in some cases significantly extend­
ing them. Second, the book naturally contains a much larger set of examples 
illustrating the theory in action than one can incorporate in lectures. Third 
and finally, a number of chapters, sections, or subsections were consciously 
written as a supplement to the traditional material. This is explained in the 
sections "On the introduction" and "On the supplementary material" in the 
preface to the first edition. 

I would also like to recall that in the preface to the first edition I tried to 
warn both the student and the beginning teacher against an excessively long 
study of the introductory formal chapters. Such a study would noticeably 
delay the analysis proper and cause a great shift in emphasis. 

To show what in fact can be retained of these formal introductory chap­
ters in a realistic lecture course, and to explain in condensed form the syllabus 
for such a course as a whole while pointing out possible variants depending 
on the student audience, at the end of the book I give a list of problems 
from the midterm exam, along with some recent examination topics for the 
first two semesters, to which this first part of the book relates. From this list 
the professional will of course discern the order of exposition, the degree of 
development of the basic concepts and methods, and the occasional invoca­
tion of material from the second part of the textbook when the topic under 
consideration is already accessible for the audience in a more general form.2 

In conclusion I would like to thank colleagues and students, both known 
and unknown to me, for reviews and constructive remarks on the first edition 
of the course. It was particularly interesting for me to read the reviews of 
A. N. Kolmogorov and V. I. Arnol'd. Very different in size, form, and style, 
these two have, on the professional level, so many inspiring things in common. 

Moscow, 1997 V. Zorich 
2 Some of the transcripts of the corresponding lectures have been published and I 

give formal reference to the booklets published using them, although I understand 
that they are now available only with difficulty. (The lectures were given and 
published for limited circulation in the Mathematical College of the Independent 
University of Moscow and in the Department of Mechanics and Mathematics of 
Moscow State University.) 
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Prom the Preface to the First Russian Edition 

The creation of the foundations of the differential and integral calculus by 
Newton and Leibniz three centuries ago appears even by modern standards 
to be one of the greatest events in the history of science in general and 
mathematics in particular. 

Mathematical analysis (in the broad sense of the word) and algebra have 
intertwined to form the root system on which the ramified tree of modern 
mathematics is supported and through which it makes its vital contact with 
the nonmathematical sphere. It is for this reason that the foundations of 
analysis are included as a necessary element of even modest descriptions of 
so-called higher mathematics; and it is probably for that reason that so many 
books aimed at different groups of readers are devoted to the exposition of 
the fundamentals of analysis. 

This book has been aimed primarily at mathematicians desiring (as is 
proper) to obtain thorough proofs of the fundamental theorems, but who are 
at the same time interested in the life of these theorems outside of mathe­
matics itself. 

The characteristics of the present course connected with these circum­
stances reduce basically to the following: 

In the exposition. Within each major topic the exposition is as a rule induc­
tive, sometimes proceeding from the statement of a problem and suggestive 
heuristic considerations toward its solution to fundamental concepts and for­
malisms. 

Detailed at first, the exposition becomes more and more compressed as 
the course progresses. 

An emphasis is placed on the efficient machinery of smooth analysis. In 
the exposition of the theory I have tried (to the extent of my knowledge) to 
point out the most essential methods and facts and avoid the temptation of 
a minor strengthening of a theorem at the price of a major complication of 
its proof. 

The exposition is geometric throughout wherever this seemed worthwhile 
in order to reveal the essence of the matter. 

The main text is supplemented with a rather large collection of examples, 
and nearly every section ends with a set of problems that I hope will sig­
nificantly complement even the theoretical part of the main text. Following 
the wonderful precedent of Polya and Szego, I have often tried to present 
a beautiful mathematical result or an important application as a series of 
problems accessible to the reader. 

The arrangement of the material was dictated not only by the architecture 
of mathematics in the sense of Bourbaki, but also by the position of analysis 
as a component of a unified mathematical or, one should rather say, natural-
science/mathematical education. 

In content. This course is being published in two books (Part 1 and Part 2). 
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The present Part 1 contains the differential and integral calculus of func­
tions of one variable and the differential calculus of functions of several vari­
ables. 

In differential calculus we emphasize the role of the differential as a linear 
standard for describing the local behavior of the variation of a variable. In ad­
dition to numerous examples of the use of differential calculus to study func­
tional relations (monotonicity, extrema) we exhibit the role of the language 
of analysis in writing simple differential equations - mathematical models of 
real-world phenomena and the substantive problems connected with them. 

We study a number of such problems (for example, the motion of a body of 
variable mass, a nuclear reactor, atmospheric pressure, motion in a resisting 
medium) whose solution leads to important elementary functions. Full use is 
made of the language of complex variables; in particular, Euler's formula is 
derived and the unity of the fundamental elementary functions is shown. 

The integral calculus has consciously been explained as far as possible 
using intuitive material in the framework of the Riemann integral. For the 
majority of applications, this is completely adequate.3 Various applications 
of the integral are pointed out, including those that lead to an improper in­
tegral (for example, the work involved in escaping from a gravitational field, 
and the escape velocity for the Earth's gravitational field) or to elliptic func­
tions (motion in a gravitational field in the presence of constraints, pendulum 
motion.) 

The differential calculus of functions of several variables is very geometric. 
In this topic, for example, one studies such important and useful consequences 
of the implicit function theorem as curvilinear coordinates and local reduction 
to canonical form for smooth mappings (the rank theorem) and functions 
(Morse's lemma), and also the theory of extrema with constraint. 

Results from the theory of continuous functions and differential calculus 
are summarized and explained in a general invariant form in two chapters 
that link up naturally with the differential calculus of real-valued functions 
of several variables. These two chapters open the second part of the course. 
The second book, in which we also discuss the integral calculus of functions 
of several variables up to the general Newton-Leibniz-Stokes formula thus 
acquires a certain unity. 

We shall give more complete information on the second book in its preface. 
At this point we add only that, in addition to the material already mentioned, 
it contains information on series of functions (power series and Fourier series 
included), on integrals depending on a parameter (including the fundamental 
solution, convolution, and the Fourier transform), and also on asymptotic 
expansions (which are usually absent or insufficiently presented in textbooks). 

We now discuss a few particular problems. 
3 The "stronger" integrals, as is well known, require fussier set-theoretic consider­

ations, outside the mainstream of the textbook, while adding hardly anything to 
the effective machinery of analysis, mastery of which should be the first priority. 
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On the introduction. I have not written an introductory survey of the subject, 
since the majority of beginning students already have a preliminary idea of 
differential and integral calculus and their applications from high school, and 
I could hardly claim to write an even more introductory survey. Instead, in the 
first two chapters I bring the former high-school student's understanding of 
sets, functions, the use of logical symbolism, and the theory of a real number 
to a certain mathematical completeness. 

This material belongs to the formal foundations of analysis and is aimed 
primarily at the mathematics major, who may at some time wish to trace the 
logical structure of the basic concepts and principles used in classical analysis. 
Mathematical analysis proper begins in the third chapter, so that the reader 
who wishes to get effective machinery in his hands as quickly as possible 
and see its applications can in general begin a first reading with Chapter 3, 
turning to the earlier pages whenever something seems nonobvious or raises 
a question which hopefully I also have thought of and answered in the early 
chapters. 

On the division of material The material of the two books is divided into 
chapters numbered continuously. The sections are numbered within each 
chapter separately; subsections of a section are numbered only within that 
section. Theorems, propositions, lemmas, definitions, and examples are writ­
ten in italics for greater logical clarity, and numbered for convenience within 
each section. 

On the supplementary material. Several chapters of the book are written as a 
natural extension of classical analysis. These are, on the one hand, Chapters 
1 and 2 mentioned above, which are devoted to its formal mathematical 
foundations, and on the other hand, Chapters 9, 10, and 15 of the second 
part, which give the modern view of the theory of continuity, differential and 
integral calculus, and finally Chapter 19, which is devoted to certain effective 
asymptotic methods of analysis. 

The question as to which part of the material of these chapters should be 
included in a lecture course depends on the audience and can be decided by 
the lecturer, but certain fundamental concepts introduced here are usually 
present in any exposition of the subject to mathematicians. 

In conclusion, I would like to thank those whose friendly and competent 
professional aid has been valuable and useful to me during the work on this 
book. 

The proposed course was quite detailed, and in many of its aspects it 
was coordinated with subsequent modern university mathematics courses -
such as, for example, differential equations, differential geometry, the theory 
of functions of a complex variable, and functional analysis. In this regard 
my contacts and discussions with V. I. Arnol'd and the especially numerous 
ones with S. P. Novikov during our joint work with the so-called "experimental 
student group in natural-science/mathematical education" in the Department 
of Mathematics at MSU, were very useful to me. 
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I received much advice from N. V. Efimov, chair of the Section of Math­
ematical Analysis in the Department of Mechanics and Mathematics at 
Moscow State University. 

I am also grateful to colleagues in the department and the section for 
remarks on the mimeographed edition of my lectures. 

Student transcripts of my recent lectures which were made available to 
me were valuable during the work on this book, and I am grateful to their 
owners. 

I am deeply grateful to the official reviewers L. D. Kudryavtsev, V. P. Pet-
renko, and S.B.Stechkin for constructive comments, most of which were 
taken into account in the book now offered to the reader. 

Moscow, 1980 V. Zorich 
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1 Some General Mathematical Concepts 
and Notation 

1.1 Logical Symbolism 

1.1.1 C o n n e c t i v e s a n d Bracket s 

The language of this book, like the majority of mathematical texts, consists 
of ordinary language and a number of special symbols from the theories 
being discussed. Along with the special symbols, which will be introduced 
as needed, we use the common symbols of mathematical logic -i, A, V, =>, 
and <̂> to denote respectively negation (not) and the logical connectives and, 
or, implies, and is equivalent to.1 

For example, take three s tatements of independent interest: 

L. If the notation is adapted to the discoveries..., the work of thought is 
marvelously shortened. (G. Leibniz)2 

P. Mathematics is the art of calling different things by the same name. 
(H.Poincare).3 

G. The great book of nature is written in the language of mathematics. 
(Galileo).4 

Then, according to the notation given above, 

1 The symbol & is often used in logic in place of A. Logicians more often write 
the implication symbol => as —> and the relation of logical equivalence as <—> 
or o . However, we shall adhere to the symbolism indicated in the text so as not 
to overburden the symbol ->, which has been traditionally used in mathematics 
to denote passage to the limit. 

2 G.W.Leibniz (1646-1716) - outstanding German scholar, philosopher, and 
mathematician to whom belongs the honor, along with Newton, of having dis­
covered the foundations of the infinitesimal calculus. 

3 H.Poincare (1854-1912) - French mathematician whose brilliant mind trans­
formed many areas of mathematics and achieved fundamental applications of it 
in mathematical physics. 

4 Galileo Galilei (1564-1642) - Italian scholar and outstanding scientific experi­
menter. His works lie at the foundation of the subsequent physical concepts of 
space and time. He is the father of modern physical science. 
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Notation Meaning 

L=> P L implies P 
L <3> P L is equivalent to P 

((L => P)A (-iP)) => (-.L) If P follows from L and P is false, 
then L is false 

-i((L <£> G) V (P <£> G)) G is not equivalent either to L or to P 

We see that it is not always reasonable to use only formal notation, avoid­
ing colloquial language. 

We remark further that parentheses are used in the writing of complex 
statements composed of simpler ones, fulfilling the same syntactical function 
as in algebraic expressions. As in algebra, in order to avoid the overuse of 
parentheses one can make a convention about the order of operations. To 
that end, we shall agree on the following order of priorities for the symbols: 

- i , A , V , = * , < * . 

With this convention the expression -^AABVC => D should be interpreted 
as (((-"-A) A B) V C) => D, and the relation A V B => C as (A V B) => C, not 
as AV(B=>C). 

We shall often give a different verbal expression to the notation A => JB, 
which means that A implies B, or, what is the same, that B follows from A, 
saying that B is a necessary criterion or necessary condition for A and A in 
turn is a sufficient condition or sufficient criterion for B, so that the relation 
A O B can be read in any of the following ways: 

A is necessary and sufficient for B\ 
A hold when B holds, and only then; 
A if and only if B\ 
A is equivalent to B. 
Thus the notation A O B means that A implies B and simultaneously B 

implies A. 
The use of the conjunction and in the expression A A B requires no ex­

planation. 
It should be pointed out, however, that in the expression A V B the con­

junction or is not exclusive, that is, the statement A V B is regarded as true 
if at least one of the statements A and B is true. For example, let x be a 
real number such that x2 — 3x + 2 = 0. Then we can write that the following 
relation holds: 

(x2 - 3x + 2 = 0) & (x = 1) V (x = 2) . 

1.1.2 Remarks on Proofs 

A typical mathematical proposition has the form A => JB, where A is the 
assumption and B the conclusion. The proof of such a proposition consists of 
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constructing a chain A => C\ => • • • => Cn => B of implications, each element 
of which is either an axiom or a previously proved proposition.5 

In proofs we shall adhere to the classical rule of inference: if A is true and 
A => JB, then B is also true. 

In proof by contradiction we shall also use the law of excluded middle, 
by virtue of which the statement A V -*A (A or not-^4) is considered true 
independently of the specific content of the statement A. Consequently we 
simultaneously accept that ~*(-*A) <£> A, that is, double negation is equivalent 
to the original statement. 

1.1.3 Some Special Notation 

For the reader's convenience and to shorten the writing, we shall agree to 
denote the end of a proof by the symbol • . 

We also agree, whenever convenient, to introduce definitions using the 
special symbol := (equality by definition), in which the colon is placed on 
the side of the object being defined. 

For example, the notation 

b 

f(x)dx:= hm a ( / ; P , 0 
J A(P)-X) 
a 

defines the left-hand side in terms of the right-hand side, whose meaning is 
assumed to be known. 

Similarly, one can introduce abbreviations for expressions already defined. 
For example 

n 

2 = 1 

introduces the notation a(f; P, £) for the sum of special form on the left-hand 
side. 

1.1.4 Concluding Remarks 

We note that here we have spoken essentially about notation only, without 
analyzing the formalism of logical deductions and without touching on the 
profound questions of truth, provability, and deducibility, which form the 
subject matter of mathematical logic. 

How are we to construct mathematical analysis if we have no formalization 
of logic? There may be some consolation in the fact that we always know more 
than we can formalize at any given time, or perhaps we should say we know 
how to do more than we can formalize. This last sentence may be clarified by 

5 The notation A=> B => C will be used as an abbreviation for (A=>B) A(B=>C). 
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the well-known proverb of the centipede who forgot how to walk when asked 
to explain exactly how it dealt with so many legs. 

The experience of all the sciences convinces us that what was consid­
ered clear or simple and unanalyzable yesterday may be subjected to re­
examination or made more precise today. Such was the case (and will un­
doubtedly be the case again) with many concepts of mathematical analysis, 
the most important theorems and machinery of which were discovered in the 
seventeenth and eighteenth centuries, but which acquired its modern formal­
ized form with a unique interpretation that is probably responsible for its 
being generally accessible, only after the creation of the theory of limits and 
the fully developed theory of real numbers needed for it in the nineteenth 
century. 

This is the level of the theory of real numbers from which we shall begin 
to construct the whole edifice of analysis in Chap. 2. 

As already noted in the preface, those who wish to make a rapid ac­
quaintance with the basic concepts and effective machinery of differential 
and integral calculus proper may begin immediately with Chap. 3, turning 
to particular places in the first two chapters only as needed. 

1.1.5 Exercises 

We shall denote true assertions by the symbol 1 and false ones by 0. Then to each 
of the statements -u4, A A J3, A V J3, and A => B one can associate a so-called 
truth table, which indicates its truth or falsehood depending on the truth of the 
statements A and B. These tables are a formal definition of the logical operations 
-i, A, V, =». Here they are: 

AVB 

A 

^A 

0 

1 

1 

0 

0 

1 

0 

0 

1 

1 

1 

1 

AAB 

B 

\B 

0 

1 

0 

0 

0 

1 

0 

1 

0 

1 

0 

1 

0 

1 

1 

1 

1. Check whether all of these tables agree with your concept of the corresponding 
logical operation. (In particular, pay attention to the fact that if A is false, then 
the implication A =» B is always true.) 
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2. Show that the following simple, but very useful relations, which are widely used 
in mathematical reasoning, are true: 

a) -.(A A B) <& ^A V -.J5; 

b) -.(AVJ5) <^--AA-.J5; 

c) (A => J5) <^ (-.J5 => --A); 
d) (A=^J5)<^(-AVJ5); 
e) -.(A => J5) ^ A A -.J5. 

1.2 Sets and Elementary Operations on them 

1.2.1 The Concept of a Set 

Since the late nineteenth and early twentieth centuries the most universal 
language of mathematics has been the language of set theory. This is even 
manifest in one of the definitions of mathematics as the science that studies 
different structures (relations) on sets.6 

"We take a set to be an assemblage of definite, perfectly distinguishable 
objects of our intuition or our thought into a coherent whole." Thus did 
Georg Cantor,7 the creator of set theory, describe the concept of a set. 

Cantor's description cannot, of course, be considered a definition, since it 
appeals to concepts that may be more complicated than the concept of a set 
itself (and in any case, have not been defined previously). The purpose of this 
description is to explain the concept by connecting it with other concepts. 

The basic assumptions of Cantorian (or, as it is generally called, "naive") 
set theory reduce to the following statements. 

1°. A set may consist of any distinguishable objects. 

2°. A set is unambiguously determined by the collection of objects that com­
prise it. 

3°. Any property defines the set of objects having that property. 

If x is an object, P is a property, and P(x) denotes the assertion that x 
has property P , then the class of objects having the property P is denoted 
{x\ P(x)}. The objects that constitute a class or set are called the elements 
of the class or set. 

The set consisting of the elements X\,..., xn is usually denoted 
{xi,... , x n } . Wherever no confusion can arise we allow ourselves to denote 
the one-element set {a} simply as a. 

6 Bourbaki, N. "The architecture of mathematics" in: N. Bourbaki, Elements of the 
history of mathematics, translated from the French by John Meldrum, Springer, 
New York, 1994. 

7 G. Cantor (1845-1918) - German mathematician, the creator of the theory of 
infinite sets and the progenitor of set-theoretic language in mathematics. 
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The words "class", "family", "totality", and "collection" are used as syn­
onyms for "set" in naive set theory. 

The following examples illustrate the application of this terminology: 

— the set of letters "a" occurring in the word "I"; 
— the set of wives of Adam; 
— the collection of ten decimal digits; 
— the family of beans; 
— the set of grains of sand on the Earth; 
— the totality of points of a plane equidistant from two given points of the 

plane; 
— the family of sets; 
— the set of all sets. 

The variety in the possible degree of determinacy in the definition of a 
set leads one to think that a set is, after all, not such a simple and harmless 
concept. 

And in fact the concept of the set of all sets, for example, is simply 
contradictory. 

Proof. Indeed, suppose that for a set M the notation P(M) means that M 
is not an element of itself. 

Consider the class K = {M\ P(M)} of sets having property P. 
If K is a set either P(K) or -*P(K) is true. However, this dichotomy does 

not apply to K. Indeed, P{K) is impossible; for it would then follow from 
the definition of K that K contains K as an element, that is, that -*P(K) is 
true; on the other hand, -*P(K) is also impossible, since that means that K 
contains K as an element, which contradicts the definition of K as the class 
of sets that do not contain themselves as elements. 

Consequently K is not a set. • 

This is the classical paradox of Russell,8 one of the paradoxes to which 
the naive conception of a set leads. 

In modern mathematical logic the concept of a set has been subjected to 
detailed analysis (with good reason, as we see). However, we shall not go into 
that analysis. We note only that in the current axiomatic set theories a set 
is defined as a mathematical object having a definite collection of properties. 

The description of these properties constitutes an axiom system. The core 
of axiomatic set theory is the postulation of rules by which new sets can be 
formed from given ones. In general any of the current axiom systems is such 
that, on the one hand, it eliminates the known contradictions of the naive 
theory, and on the other hand it provides freedom to operate with specific 
sets that arise in different areas of mathematics, most of all, in mathematical 
analysis understood in the broad sense of the word. 

8 B.Russell (1872-1970) - British logician, philosopher, sociologist and social ac­
tivist. 
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Having confined ourselves for the time being to remarks on the concept of 
a set, we pass to the description of the set-theoretic relations and operations 
most commonly used in analysis. 

Those wishing a more detailed acquaintance with the concept of a set 
should study Subsect. 1.4.2 in the present chapter or turn to the specialized 
literature. 

1.2.2 The Inclusion Relation 

As has already been pointed out, the objects that comprise a set are usually 
called the elements of the set. We tend to denote sets by uppercase letters 
and their elements by the corresponding lowercase letters. 

The statement, "x is an element of the set X" is written briefly as 

x eX (or X 3 x) , 

and its negation as 
x $ X ( o r l ^ x ) . 

When statements about sets are written, frequent use is made of the 
logical operators 3 ("there exists" or "there are") and V ("every" or "for any") 
which are called the existence and generalization quantifiers respectively. 

For example, the string Vx((x G A) <$> (x G B)) means that for any object 
x the relations x G A and x G B are equivalent. Since a set is completely 
determined by its elements, this statement is usually written briefly as 

A = B, 

read "A equals JB" , and means that the sets A and B are the same. 
Thus two sets are equal if they consist of the same elements. 
The negation of equality is usually written as A ^ B. 
If every element of A is an element of B, we write A c B or B D A and 

say that A is a subset of B or that B contains A or that B includes A. In this 
connection the relation A C B between sets A and B is called the inclusion 
relation (Fig. 1.1). 

Fig. 1.1. 

M 
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Thus 
(A C B) := Vx((x eA)=>(xe B)) . 

If A C B and A ^ JB, we shall say that the inclusion A C B is s£ric£ or 
that 4̂ is a proper subset of B. 

Using these definitions, we can now conclude that 

(A = B)<*(AcB)A(BcA). 

If M is a set, any property P distinguishes in M the subset 

{xeM\P{x)} 

consisting of the elements of M that have the property. 
For example, it is obvious that 

M = {x e M\x e M} . 

On the other hand, if P is taken as a property that no element of the set M 
has, for example, P(x) := (a: / x), we obtain the set 

0 = {x e M\x ^ x} , 

called the empty subset of M. 

1.2.3 Elementary Operations on Sets 

Let A and B be subsets of a set M. 
a. The union of A and B is the set 

AU B := {x e M\(x e A) V (x e B)} , 

consisting of precisely the elements of M that belong to at least one of the 
sets A and B (Fig. 1.2). 

b . The intersection of A and B is the set 

Af)B := {xeM\(x eA) A(xe B)} , 

formed by the elements of M that belong to both sets A and B (Fig. 1.3). 

c. The difference between A and B is the set 

A\B:={xe M\ {xeA)A(x£ B)} , 

consisting of the elements of A that do not belong to B (Fig. 1.4). 
The difference between the set M and one of its subsets A is usually called 

the complement of A in M and denoted CM A, or CA when the set in which 
the complement of A is being taken is clear from the context (Fig. 1.5). 
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Fig. 1.2. Fig. 1.3. Fig. 1.4. Fig. 1.5. 

Example. As an illustration of the interaction of the concepts just intro­
duced, let us verify the following relations (the so-called de Morgan9 rules): 

CM(AUB) = CMAnCMB , (1.1) 

CM(A H B) = CMA U CMB . (1.2) 

Proof. We shall prove the first of these equalities by way of example: 

(x e CM(A U B)) => (x i (A U B)) => ((x £A)A(x(£ B)) => 

=> (x e CMA) A(xe CMB) => (x e (CMA n CMB)) . 

Thus we have established that 

CM(A UB)C (CMA n CMB) . (1.3) 

On the other hand, 

(x e (CMA n CMB)) => ((x e CMA) A(xe CMB)) => 

=> ((x iA)A(x£ B)) =>(x£(A[J B)) => 

=» (xeCM(AUB)) , 

that is, 
(CMA n CMB) C CM(A U B) . (1.4) 

Equation (1.1) follows from (1.3) and (1.4). • 

d. The direct (Cartesian) product of sets. For any two sets A and B one can 
form a new set, namely the pair {A,B} = {B,A}, which consists of the sets 
A and B and no others. This set has two elements if A ^ B and one element 
iiA = B. 

This set is called the unordered pair of sets A and JB, to be distinguished 
from the ordered pair (A,B) in which the elements are endowed with ad­
ditional properties to distinguish the first and second elements of the pair 

9 A. de Morgan (1806-1871) - Scottish mathematician. 



10 1 Some General Mathematical Concepts and Notation 

{A,B}. The equality 
(A,B) = (C,D) 

between two ordered pairs means by definition that A = C and B = D. In 
particular, if A ^ B, then (A, B) ^ (B, A). 

Now let X and Y be arbitrary sets. The set 

XxY:={(x,y)\(x€X)A(y£Y)}, 

formed by the ordered pairs (x, y) whose first element belongs to X and whose 
second element belongs to Y, is called the direct or Cartesian product of the 
sets X and Y (in that order!). 

It follows obviously from the definition of the direct product and the 
remarks made above about the ordered pair that in general X xY ^Y x X. 
Equality holds only if X = Y. In this last case we abbreviate X x X as X2. 

The direct product is also called the Cartesian product in honor of 
Descartes,10 who arrived at the language of analytic geometry in terms of 
a system of coordinates independently of Fermat.11 The familiar system of 
Cartesian coordinates in the plane makes this plane precisely into the direct 
product of two real axes. This familiar object shows vividly why the Cartesian 
product depends on the order of the factors. For example, different points of 
the plane correspond to the pairs (0,1) and (1,0). 

In the ordered pair z = (xi, x2), which is an element of the direct product 
Z = Xi x X2 of the sets X\ and X2, the element x\ is called the first projection 
of the pair z and denoted p r ^ , while the element x2 is the second projection 
of z and is denoted pr2z. 

By analogy with the terminology of analytic geometry, the projections of 
an ordered pair are often called the (first and second) coordinates of the pair. 

1.2.4 Exercises 

In Exercises 1,2, and 3 the letters A, B, and C denote subsets of a set M. 

1. Verify the following relations. 

a) (AcC)A(BcC)<> ((A U 5 ) c c ) ; 

b) (CcA)A(CcB)o ( c c ( A n B ) ) ; 

c)CM(cMA) = A; 
d) (A C CMB) o(Bc CM A)-, 
e) (AcB)o {CMA D CMB). 

10 R.Descartes (1596-1650) - outstanding French philosopher, mathematician and 
physicist who made fundamental contributions to scientific thought and knowl­
edge. 

11 P. Fermat (1601-1665) - remarkable French mathematician, a lawyer by profes­
sion. He was one of the founders of a number of areas of modern mathematics: 
analysis, analytic geometry, probability theory, and number theory. 
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2. Prove the following statements. 

a) A U (B.U C) = (AuB)uC=:AuBuC; 

b) AH (B DC) = (An B) PiC =: AH B DC; 

c) A n ( £ U C) = (A n £ ) U (A n C); 

d)Au(5nC) = (Au5)n(Au C). 

3. Verify the connection (duality) between the operations of union and intersection: 

a) CM(A U B) = CMA n C M # ; 

b) CM (A nB) = CM A U CMB. 

4. Give geometric representations of the following Cartesian products. 

a) The product of two line segments (a rectangle). 

b) The product of two lines (a plane). 

c) The product of a line and a circle (an infinite cylindrical surface). 

d) The product of a line and a disk (an infinite solid cylinder). 

e) The product of two circles (a torus). 

f) The product of a circle and a disk (a solid torus). 

5. The set A = {(rci ,^) G X2\xi = X2} is called the diagonal of the Cartesian 
square X2 of the set X. Give geometric representations of the diagonals of the sets 
obtained in parts a), b), and e) of Exercise 4. 

6. Show that 

a) (X xY = 0) O (X = 0)V (Y = 0 ) , and if X x Y ^ 0 , then 

b) (AxBcX xY)o(AcX)A(BcY), 

c) (X x Y) U (Z x Y) = (X U Z) x y , 

d) ( ixy)n (x' x Y') = (xn x') x (y n Y'). 
Here 0 denotes the empty set, that is, the set having no elements. 

7. By comparing the relations of Exercise 3 with relations a) and b) from Exercise 
2 of Sect. 1.1, establish a correspondence between the logical operators -1, A, V and 
the operations C, n, and U on sets. 

1.3 Functions 

1.3.1 T h e C o n c e p t of a Func t ion ( M a p p i n g ) 

We shall now describe the concept of a functional relation, which is funda­
mental both in mathematics and elsewhere. 

Let X and Y be certain sets. We say tha t there is a function defined on 
X with values in Y if, by virtue of some rule / , to each element x € X there 
corresponds an element y G Y. 

In this case the set X is called the domain of definition of the function. 
The symbol x used to denote a general element of the domain is called the 
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argument of the function, or the independent variable. The element yo G Y 
corresponding to a particular value xo G X of the argument x is called the 
value of the function at x$, or the value of the function at the value x = xo 
of its argument, and is denoted f(xo). As the argument x G X varies, the 
value y = f(x) G Y, in general, varies depending on the values of x. For that 
reason, the quantity y = f(x) is often called the dependent variable. 

The set 
f(X) := {y e Y\ 3x ((* € X) A (y = f(x)))} 

of values assumed by a function on elements of the set X will be called the 
set of values or the range of the function. 

The term "function" has a variety of useful synonyms in different areas 
of mathematics, depending on the nature of the sets X and Y: mapping, 
transformation, morphism, operator, functional. The commonest is mapping, 
and we shall also use it frequently. 

For a function (mapping) the following notations are standard: 

/ : X -» y, X -A Y . 

When it is clear from the context what the domain and range of a function 
are, one also uses the notation x i-* f(x) or y = f(x), but more frequently a 
function in general is simply denoted by the single symbol / . 

Two functions f\ and f^ are considered identical or equal if they have the 
same domain X and at each element x G X the values f\(x) and f2(x) are 
the same. In this case we write f\ = fi-

If A C X and / : X -» Y is a function, we denote by f\A or f\^ the 
function (p : A —» Y that agrees with / on A. More precisely, / | A ( # ) := <p(x) 
if x G A. The function / | ^ is called the restriction of / to A, and the function 
/ : X —» Y is called an extension or a continuation of (p to X. 

We see that it is sometimes necessary to consider a function (p : A —» F 
defined on a subset A of some set X while the range <p(A) of <p may also 
turn out be a subset of Y that is different from Y. In this connection, we 
sometimes use the term domain of departure of the function to denote any 
set X containing the domain of a function, and domain of arrival to denote 
any subset of Y containing its range. 

Thus, defining a function (mapping) involves specifying a triple (X, Y, / ) , 
where 

X is the set being mapped, or domain of the function; 
Y is the set into which the mapping goes, or a domain of arrival of the 

function; 
/ is the rule according to which a definite element y G Y is assigned to 

each element x G X. 
The asymmetry between X and Y that appears here reflects the fact that 

the mapping goes from X to F , and not the other direction. 
Now let us consider some examples of functions. 
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Example 1. The formulas / = 2nr and V = f^n*3 establish functional rela­
tionships between the circumference / of a circle and its radius r and between 
the volume V of a ball and its radius r. Each of these formulas provides 
a particular function / : R + —» R + defined on the set R+ of positive real 
numbers with values in the same set. 

Example 2. Let X be the set of inertial coordinate systems and c : X —» R 
the function that assigns to each coordinate system x € X the value c(x) of 
the speed of light in vacuo measured using those coordinates. The function 
c : X —» R is constant, that is, for any x G X it has the same value c. (This 
is a fundamental experimental fact.) 

Example 3. The mapping G : R2 -> R2 (the direct product R2 = R x R = 
Rt x Rx of the time axis R$ and the spatial axis Rx) into itself defined by the 
formulas 

x' = x — vt , 

t' = t , 

is the classical Galilean transformation for transition from one inertial coor­
dinate system (x,i) to another system (xf,tf) that is in motion relative to 
the first at speed v. 

The same purpose is served by the mapping L : R2 -> R2 defined by the 
relations 

, _ x — vt 

This is the well-known (one-dimensional) Lorentz12 transformation, which 
plays a fundamental role in the special theory of relativity. The speed c is the 
speed of light. 

Example 4- The projection p ^ : X\ x X2 -> X\ defined by the correspon­
dence X\ x X2 3 {x\,X2) "—V x\ G l i is obviously a function. The second 
projection pr2 : X\ x X2 —> X2 is defined similarly. 

Example 5. Let V(M) be the set of subsets of the set M. To each set 
A G V(M) we assign the set CMA G V(M), that is, the complement to 
A in M. We then obtain a mapping CM : ^ ( M ) -> P(M) of the set V(M) 
into itself. 
12 H. A. Lorentz (1853-1928) - Dutch physicist. He discovered these transformations 

in 1904, and Einstein made crucial use of them when he formulated his special 
theory of relativity in 1905. 
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Example 6. Let E c M. The real-valued function \E • M -» R defined on 
the set M by the conditions (x£?(#) = 1 if a: G JE7) A ( X E ( # ) = 0 if a; G CME) 

is called the characteristic function of the set i£. 

Example 7. Let M(X; F) be the set of mappings of the set X into the set 
Y and xo a fixed element of X. To any function / G M(X; Y) we assign 
its value f(xo) G F at the element x$. This relation defines a function F : 
M(X; Y) —» y . In particular, if F = R, that is, Y is the set of real numbers, 
then to each function / : X —» R the function F : M(X;R) —» R assigns 
the number F ( / ) = f(xo). Thus F is a function defined on functions. For 
convenience, such functions are called Junctionals. 

Example 8. Let r be the set of curves lying on a surface (for example, the 
surface of the earth) and joining two given points of the surface. To each 
curve 7 G r one can assign its length. We then obtain a function F : r —» R 
that often needs to be studied in order to find the shortest curve, or as it is 
called, the geodesic between the two given points on the surface. 

Example 9. Consider the set M(R; R) of real-valued functions defined on the 
entire real line R. After fixing a number a G R, we assign to each function 
/ G M(R;R) the function Ja G M(R;R) connected with it by the relation 
Ja(x) = J(x + a). The function Ja(x) is usually called the translate or shift 
of the function / by a. The mapping A : M(R; R) -» M(R; R) that arises 
in this way is called the translation of shijt operator. Thus the operator A is 
defined on functions and its values are also functions Ja = A(J). 

This last example might seem artificial if not for the fact that we encounter 

real operators at every turn. Thus, any radio receiver is an operator / i—> J 
that transforms electromagnetic signals / into acoustic signals / ; any of our 
sensory organs is an operator (transformer) with its own domain of definition 
and range of values. 

Example 10. The position of a particle in space is determined by an ordered 
triple of numbers (x,y,z) called its spatial coordinates. The set of all such 
ordered triples can be thought of as the direct product R x R x R = R3 of 
three real lines R. 

A particle in motion is located at some point of the space R3 having 
coordinates (x(t),y(t),z(t)) at each instant t of time. Thus the motion of a 
particle can be interpreted as a mapping 7 : R —» R3, where R is the time 
axis and R3 is three-dimensional space. 

If a system consists of n particles, its configuration is defined by the 
position of each of the particles, that is, it is defined by an ordered set 
(a?i, 2/1, z\\, X21V2, z>2\ • • •; %ni Vn, Zn) consisting of 3n numbers. The set of all 
such ordered sets is called the configuration space of the system of n parti­
cles. Consequently, the configuration space of a system of n particles can be 
interpreted as the direct product R3 x R3 x • • • x R3 = R3n of n copies of R3. 

To the motion of a system of n particles there corresponds a mapping 
7 : R —> R3n of the time axis into the configuration space of the system. 
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Example 11. The potential energy U of a mechanical system is connected 
with the mutual positions of the particles of the system, that is, it is deter­
mined by the configuration that the system has. Let Q be the set of possible 
configurations of a system. This is a certain subset of the configuration space 
of the system. To each position q G Q there corresponds a certain value U(q) 
of the potential energy of the system. Thus the potential energy is a function 
U : Q —» R defined on a subset Q of the configuration space with values in 
the domain R of real numbers. 

Example 12. The kinetic energy K of a system of n material particles depends 
on their velocities. The total mechanical energy of the system 2£, defined as 
E = K + £/, that is, the sum of the kinetic and potential energies, thus 
depends on both the configuration q of the system and the set of velocities 
v of its particles. Like the configuration q of the particles in space, the set of 
velocities v, which consists of n three-dimensional vectors, can be defined as 
an ordered set of 3n numbers. The ordered pairs (<?, v) corresponding to the 
states of the system form a subset $ in the direct product R3n x R3n = R6n, 
called the phase space of the system of n particles (to be distinguished from 
the configuration space R3 n) . 

The total energy of the system is therefore a function E : $ —» R defined 
on the subset $ of the phase space R6n and assuming values in the domain 
R of real numbers. 

In particular, if the system is closed, that is, no external forces are acting 
on it, then by the law of conservation of energy, at each point of the set $ of 
states of the system the function E will have the same value EoGM. 

1.3.2 Elementary Classification of Mappings 

When a function / : X —» Y is called a mapping, the value f(x) G Y that it 
assumes at the element x eY is usually called the image of x. 

The image of a set A C X under the mapping / : X —» Y is defined as 
the set 

f(A) := {y G Y\ 3x((x &A)A(y = / (* ) ) )} 

consisting of the elements of Y that are images of elements of A. 
The set 

f-1(B):={xeX\f(x)eB} 

consisting of the elements of X whose images belong to B is called the pre-
image (or complete pre-image) of the set B c Y (Fig. 1.6). 

A mapping / : X —> Y is said to be 
surjective (a mapping of X onto Y) if f(X) = Y; 
infective (or an imbedding or injection) if for any elements ^1,^2 of X 

( /(zi) = /(z2)) => (xi =x2) , 

that is, distinct elements have distinct images; 
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Fig. 1.6. 

bijective (or a one-to-one correspondence) if it is both surjective and in­
ject ive. 

If the mapping / : X —» Y is bijective, that is, it is a one-to-one corre­
spondence between the elements of the sets X and F , there naturally arises 
a mapping 

defined as follows: if f(x) = y, then f~1(y) = x, that is, to each element 
y G Y one assigns the element x G X whose image under the mapping / is y. 
By the surjectivity of / there exists such an element, and by the injectivity 
of / , it is unique. Hence the mapping f~l is well-defined. This mapping is 
called the inverse of the original mapping / . 

It is clear from the construction of the inverse mapping that f~l : Y -» X 
is itself bijective and that its inverse ( / _ 1 ) _ 1 : X —» Y is the same as the 
original mapping / : X —» Y. 

Thus the property of two mappings of being inverses is reciprocal: if f~l 

is inverse for / , then / is inverse for / _ 1 . 
We remark that the symbol f~1(B) for the pre-image of a set B C Y 

involves the symbol f~l for the inverse function; but it should be kept in 
mind that the pre-image of a set is defined for any mapping / : X -» Y, even 
if it is not bijective and hence has no inverse. 

1.3.3 Composition of Functions and Mutually Inverse Mappings 

The operation of composition of functions is on the one hand a rich source 
of new functions and on the other hand a way of resolving complex functions 
into simpler ones. 

If the mappings / : X -» Y and g : Y -» Z are such that one of them (in 
our case g) is defined on the range of the other (/) , one can construct a new 
mapping 

gof:X->Z, 
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whose values on elements of the set X are defined by the formula 

(gof)(x):=g(f(x)). 

The compound mapping g o / so constructed is called the composition of 
the mapping / and the mapping g (in that order!). 

Figure 1.7 illustrates the construction of the composition of the mappings 
/ and g. 

Fig. 1.7. 

You have already encountered the composition of mappings many times, 
both in geometry, when studying the composition of rigid motions of the plane 
or space, and in algebra in the study of "complicated" functions obtained by 
composing the simplest elementary functions. 

The operation of composition sometimes has to be carried out several 
times in succession, and in this connection it is useful to note that it is 
associative, that is, 

ho(go f) = (hog)of . 

Proof. Indeed, 

ho (go f)(x) = h((g o /)(*)) = h(g(f(x))) = 
= (hog)(f(x)) = {(hog)of)(X). a 

This circumstance, as in the case of addition and multiplication of several 
numbers, makes it possible to omit the parentheses that prescribe the order 
of the pairings. 

If all the terms of a composition fn°— -°fi are equal to the same function 
/ , we abbreviate it to fn. 

It is well known, for example, that the square root of a positive number 
a can be computed by successive approximations using the formula 

- * ( a \ 
2 V xnJ 

starting from any initial approximation XQ > 0. This none other than the suc­
cessive computation of /n(#o) , where f(x) = \{x + ^ ) . Such a procedure, in 
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which the value of the function computed at the each step becomes its argu­
ment at the next step, is called a recursive procedure. Recursive procedures 
are widely used in mathematics. 

We further note that even when both compositions g o / and fog are 
defined, in general 

9° f' + f°9 • 

Indeed, let us take for example the two-element set {a, b} and the 
mappings / : {a, b} -» a and g : {a, b} -» b. Then it is obvious that 
g o / : {a, b} —» b while / o g : {a, b} —» a. 

The mapping f : X -* X that assigns to each element of X the element 
f 

itself, that is x i—> x, will be denoted ex and called the identity mapping 

o n X . 

Lemma. 

(go f = ex) => (g is surjective) A ( / is injective) . 

Proof. Indeed, if / : X -» F , g : Y -» X, and g o f = ex '• X -* X, then 

X = ex(X) = fo o / ) (X) = <?(/(X)) C 0(y) 

and hence g is surjective. 
Further, if xi € X and X2 € X, then 

( ^ 1 ^ 2 ) => (ex(xi) ^ ex(x2)) => ( ( j ° / ) ( x i ) 7̂  (gof)(x2)) => 

=• (ff(/(^i))) ^ g(f(x2)) =• ( / ( n ) ^ / (a : 2 ) ) , 

and therefore / is injective. • 

Using the operation of composition of mappings one can describe mutually 
inverse mappings. 

Proposition. The mappings f : X —> Y and g : Y —> X are bijective and 
mutually inverse to each other if and only if g o / = ex and f o g = ey. 

Proof By the lemma the simultaneous fulfillment of the conditions g o / = 
ex and / o g = ey guarantees the surjectivity and injectivity, that is, the 
bijectivity, of both mappings. 

These same conditions show that y = f(x) if and only if x = g(y). • 

In the preceding discussion we started with an explicit construction of the 
inverse mapping. It follows from the proposition just proved that we could 
have given a less intuitive, yet more symmetric definition of mutually inverse 
mappings as those mappings that satisfy the two conditions g o / = ex and 
/ o g = ey. (In this connection, see Exercise 6 at the end of this section.) 
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1.3.4 Functions as Relations. The Graph of a Function 

In conclusion we return once again to the concept of a function. We note that 
it has undergone a lengthy and rather complicated evolution. 

The term function first appeared in the years from 1673 to 1692 in works 
of G. Leibniz (in a somewhat narrower sense, to be sure). By the year 1698 
the term had become established in a sense close to the modern one through 
the correspondence between Leibniz and Johann Bernoulli.13 (The letter of 
Bernoulli usually cited in this regard dates to that same year.) 

Many great mathematicians have participated in the formation of the 
modern concept of functional dependence. 

A description of a function that is nearly identical to the one given at the 
beginning of this section can be found as early as the work of Euler (mid-
eighteenth century) who also introduced the notation f(x). By the early 
nineteenth century it had appeared in the textbooks of S. Lacroix14. A vig­
orous advocate of this concept of a function was N. I. Lobachevskii15, who 
noted that "a comprehensive view of theory admits only dependence rela­
tionships in which the numbers connected with each other are understood as 
if they were given as a single unit."16 It is this idea of precise definition of 
the concept of a function that we are about to explain. 

The description of the concept of a function given at the beginning of 
this section is quite dynamic and reflects the essence of the matter. However, 
by modern canons of rigor it cannot be called a definition, since it uses the 
concept of a correspondence, which is equivalent to the concept of a func­
tion. For the reader's information we shall show here how the definition of a 
function can be given in the language of set theory. (It is interesting that the 
concept of a relation, to which we are now turning, preceded the concept of 
a function, even for Leibniz.) 

a. Relations 

Definition 1. A relation K is any set of ordered pairs (x,y). 

Johann Bernoulli (1667-1748) - one of the early representatives of the distin­
guished Bernoulli family of Swiss scholars; he studied analysis, geometry and 
mechanics. He was one of the founders of the calculus of variations. He gave the 
first systematic exposition of the differential and integral calculus. 
S. F. Lacroix (1765-1843) - French mathematician and educator (professor at the 
Ecole Normale and the Ecole Poly technique, and member of the Paris Academy 
of Sciences). 
N. I. Lobachevskii (1792-1856) - great Russian scholar, to whom belongs the 
credit - shared with the great German scientist C.F.Gauss (1777-1855) and 
the outstanding Hungarian mathematician J. Bolyai (1802-1860) - for having 
discovered the non-Euclidean geometry that bears his name. 
Lobachevskii, N. I. Complete Works, Vol. 5, Moscow-Leningrad: Gostekhizdat, 
1951, p. 44 (Russian). 
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The set X of first elements of the ordered pairs that constitute 1Z is called 
the domain of definition of 7Z, and the set Y of second elements of these pairs 
the range of values of 1Z. 

Thus, a relation can be interpreted as a subset 1Z of the direct product 
X x Y. If X c X' and Y C F ' , then of course K C X x Y c X ' x Y', so 
that a given relation can be defined as a subset of different sets. 

Any get containing the domain of definition of a relation is called a domain 
of departure for that relation. A set containing the region of values is called 
a domain of arrival of the relation. 

Instead of writing (x,y) G 7£, we often write xlZy and say that x is 
connected with y by the relation 1Z. 

If 1Z C X 2 , we say that the relation 1Z is defined on X. 
Let us consider some examples. 

Example 13. The diagonal 

A= {{a,b)eX2\a = b} 

is a subset of X2 defining the relation of equality between elements of X. 
Indeed, aAb means that (a, b) G Z\, that is, a = b. 

Example 14- Let X be the set of lines in a plane. 
Two lines a G X and b G X will be considered to be in the relation 7£, 

and we shall write alZb, if b is parallel to a. It is clear that this condition 
distinguishes a set 1Z of pairs (a, b) in X2 such that alZb. It is known from 
geometry that the relation of parallelism between lines has the following 
properties: 

alZa (reflexivity); 
alZb => blZa (symmetry); 
(alZb) A (bile) => allc (transitivity). 

A relation H having the three properties just listed, that is, reflexivity,17 

symmetry, and transitivity, is usually called an equivalence relation. An equiv­
alence relation is denoted by the special symbol ~, which in this case replaces 
the letter 1Z. Thus, in the case of an equivalence relation we shall write a ~ b 
instead of alZb and say that a is equivalent to b. 

Example 15. Let M be a set and X = V(M) the set of its subsets. For two 
arbitrary elements a and b of X = V(M), that is, for two subsets a and b of 
M, one of the following three possibilities always holds: a is contained in 6; b 
is contained in a; a is not a subset of b and b is not a subset of a. 

For the sake of completeness it is useful to note that a relation 1Z is reflexive 
if its domain of definition and its range of values are the same and the relation 
aJZa holds for any element a in the domain of 1Z. 
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As an example of a relation 1Z on X 2 , consider the relation of inclusion 
for subsets of M, that is, make the definition 

allb := (a C b) . 

This relation obviously has the following properties: 
alZa (reflexivity); 
(alU)) A {bile) => allc (transitivity); 
(alZb) A (67£a) => aZ\6, that is, a = 6 (antisymmetry). 

A relation between pairs of elements of a set X having these three prop­
erties is usually called a partial ordering on X. For a partial ordering relation 
on X, we often write a •< b and say that b follows a. 

If the condition 
VaV6((aft6) V (VRa)) 

holds in addition to the last two properties defining a partial ordering relation, 
that is, any two elements of X are comparable, the relation 1Z is called an 
ordering, and the set X with the ordering defined on it is said to be linearly 
ordered. 

The origin of this term comes from the intuitive image of the real line R 
on which a relation a < b holds between any pair of real numbers. 

b. Functions and their graphs. A relation 1Z is said to be functional if 

(xllyi) A (xny2) => (3/1 = 2/2) -

A functional relation is called a function. 
In particular, if X and Y are two sets, not necessarily distinct, a relation 

1Z C X xY between elements x of X and y of Y is a functional relation on X 
if for every x G X there exists a unique element y G Y in the given relation 
to x, that is, such that xlZy holds. 

Such a functional relation 1Z C X x Y is a mapping from X into F , or a 
function from X into Y. 

We shall usually denote functions by the letter / . If / is a function, we 

shall write y = f(x) or x \—> y, as before, rather than x f y, calling y = f(x) 
the value of / at x or the image of x under / . 

As we now see, assigning an element y G Y "corresponding" to x G X in 
accordance with the "rule" / , as was discussed in the original description of 
the concept of a function, amounts to exhibiting for each x G X the unique 
y G Y such that xfy, that is, (x,y) G / C X x Y. 

The graph of a function / : X -> F , as understood in the original de­
scription, is the subset r of the direct product X xY whose elements have 
the form (#, / (#)) . Thus 

r-.= {(x,y)€XxY\y = f(x)}. 
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In the new description of the concept of a function, in which we define it 
as a subset / c X x Y, of course, there is no longer any difference between 
a function and its graph. 

We have exhibited the theoretical possibility of giving a formal set-
theoretic definition of a function, which reduces essentially to identifying a 
function and its graph. However, we do not intend to confine ourselves to tha t 
way of defining a function. At times it is convenient to define a functional 
relation analytically, at other times by giving a table of values, and at still 
other times by giving a verbal description of a process (algorithm) making 
it possible to find the element y G Y corresponding to a given x G X. With 
each method of presenting a function it is meaningful to ask how the function 
could have been defined using its graph. This problem can be stated as the 
problem of constructing the graph of the function. Defining numerical-valued 
functions by a good graphical representation is often useful because it makes 
the basic qualitative properties of the functional relation visualizable. One 
can also use graphs (nomograms) for computations; but , as a rule, only in 
cases where high precision is not required. For precise computations we do 
use the table definition of a function, but more often we use an algorithmic 
definition tha t can be implemented on a computer. 

1.3.5 E x e r c i s e s 

1. The composition 1Z2 o 1Z\ of the relations 1Z\ and 1Z2 is defined as follows: 

7e 2 of t i := {{x,z)\3y(x1Z1yAy1Z2z)} . 

In particular, if Ki C X x Y and 1Z2 C Y x Z, then 1Z = 1Z2 o 1Zi C X x Z, a,nd 

xlZz := 3y ((y G Y) A (xlZiy) A (yft2*)) • 

a) Let Ax be the diagonal of X2 and Ay the diagonal of Y 2 . Show that if the 
relations 1Zi C X xY and % C F x I a r e such that {1Z2 ofti = Ax) A (Hi olZ2 = 
Ay), then both relations are functional and define mutually inverse mappings of X 
a n d F . 

b) Let 1Z C X2. Show that the condition of transitivity of the relation 1Z is 
equivalent to the condition 1Z o 1Z C 1Z. 

c) The relation 1Z! C Y x X is called the transpose of the relation 7Z C X xY 
if {yWx) & (xlZy). 

Show that a relation 1Z C X2 is antisymmetric if and only if 1Z D 1Z' C Ax-
d) Verify that any two elements of X are connected (in some order) by the 

relation 1Z C X2 if and only if 1Z U1Z' = X2. 

2. Let / : X —> Y be a mapping. The pre-image f_1(y) C X of the element y G Y 
is called the fiber over y. 

a) Find the fibers for the following mappings: 

prx : Xi x X2 -> Xi, pr2 : X\ x X2 -> X2 . 
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b) An element x\ G X will be considered to be connected with an element 
X2 G X by the relation 1Z C X2, and we shall write X\1ZX2 if f{x\) = f{%2), that 
is, x\ and X2 both lie in the same fiber. 

Verify that 1Z is an equivalence relation. 

c) Show that the fibers of a mapping / : X —> Y do not intersect one another 
and that the union of all the fibers is the whole set X. 

d) Verify that any equivalence relation between elements of a set makes it 
possible to represent the set as a union of mutually disjoint equivalence classes of 
elements. 

3. Let / : X —> Y be a mapping from X into Y. Show that if A and B are subsets 
of X, then 

a) (AcB)=> (f(A) C / ( B ) ) * (A C B). 

b) (A # 0 ) = > ( / ( , ! ) 5*0) , 

c ) / ( A n B ) c / ( A ) n / ( B ) , 

d ) / ( A U B ) = / ( A ) U / ( B ) ; 

if A' and B' are subsets of Y, then 

e) (A' C B') ^ (/''(A') C f-'iB')), 

i)f-1(A'nB') = r1(A')nf-1(B'), 

g)/-1(J4'uB') = r1(^')u/-1(s'); 
if y DA'DB', then 

h ) / - 1 ( A ' \ B , ) = / - 1 ( A ' ) \ / - 1 ( B , ) ) 

i ) / - 1 ( C V A ' ) = c x / - 1 ( A ' ) ; 

and for any Ac X and B ' C Y 

•j)f-1(f(A))DA, 

k)f(f-\B'))cB'. 

4. Show that the mapping / : X ^ Y is 

a) surjective if and only if f( f~1(B/) J = B ; for every set B ; C Y; 

b) bijective if and only if 

(f-1(f(A))=A)A(f(r1(B'))=B') 

for every set A C X and every set B' C Y. 

5. Verify that the following statements about a mapping / : X —v Y are equivalent: 

a) / is injective; 

b) f-1 (f(A)) = A for every A C X; 

c) f(A DB) = f(A) Pi f(B) for any two subsets A and S of X; 

d) /(A) H f(B) = 0&AHB = 0-

e) / (A \ B) = f(A) \ f(B) whenever XDADB. 
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6. a) If the mappings / : X —> Y and g : Y —> X are such that g o / = ex, where 
ex is the identity mapping on X, then g is called a left inverse of / and / a np/&£ 
inverse of p. Show that, in contrast to the uniqueness of the inverse mapping, there 
may exist many one-sided inverse mappings. 

Consider, for example, the mappings / : X —> Y and g : Y —> X, where X is a 
one-element set and Y a two-element set, or the mappings of sequences given by 

yX\, . . . , X n , . . .) I > (<2, X\ , . . . , X n , . . .) , 

( 2 / 2 , - . . , 2 / n , . - . ) <^H ( 2 / l , 2 / 2 , . . - , 2 / n , . . . ) . 

b) Let / : X —> Y and # : Y —> Z be bijective mappings. Show that the mapping 
g o f : X —> Z is bijective and that (g of)-1 = / _ 1 o g~x. 

c) Show that the equality 

{g°f)-\c) = r'{g-\c)) 

holds for any mappings / : X —> Y and g : Y —> Z and any set C C Z. 

d) Verify that the mapping F:XxY—>YxX defined by the correspondence 
(x, y) H-> (y, x) is bijective. Describe the connection between the graphs of mutually 
inverse mappings / : X —> Y and / _ 1 : Y —> X. 

7. a) Show that for any mapping / : X —> Y the mapping F : X —> X x Y defined 

by the correspondence x i—>> (x,f(x)) is injective. 

b) Suppose a particle is moving at uniform speed on a circle Y; let X be the 

time axis and x i—>> y t n e correspondence between the time x G X and the position 
y = / (x ) G Y of the particle. Describe the graph of the function / : X —> Y in 
X x Y. 

8. a) For each of the examples 1-12 considered in Sect. 1.3 determine whether the 
mapping defined in the example is surjective, injective, or bijective or whether it 
belongs to none of these classes. 

b) Ohm's law J = V/R connects the current I in a conductor with the potential 
difference V at the ends of the conductor and the resistance R of the conductor. 
Give sets X and Y for which some mapping O : X —> Y corresponds to Ohm's law. 
What set is the relation corresponding to Ohm's law a subset of? 

c) Find the mappings G~x and L _ 1 inverse to the Galilean and Lorentz trans­
formations. 

9. a) A set S C X is stable with respect to a mapping / : X —> X if f(S) C S. 
Describe the sets that are stable with respect to a shift of the plane by a given 
vector lying in the plane. 

b) A set I C X is invariant with respect to a mapping / : X —> X if / ( / ) = / . 
Describe the sets that are invariant with respect to rotation of the plane about a 
fixed point. 

c) A point p G X is a fixed point of a mapping / : X —> X if /(p) = p. Verify 
that any composition of a shift, a rotation, and a similarity transformation of the 
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plane has a fixed point, provided the coefficient of the similarity transformation is 
less than 1. 

d) Regarding the Galilean and Lorentz transformations as mappings of the 
plane into itself for which the point with coordinates (#, t) maps to the point with 
coordinates (x',tf), find the invariant sets of these transformations. 

10. Consider the steady flow of a fluid (that is, the velocity at each point of the 
flow does not change over time). In time t a particle at point x of the flow will move 
to some new point ft (x) of space. The mapping x H-> ft (x) that arises thereby on 
the points of space occupied by the flow depends on time and is called the mapping 
after time t. Show that ft2 o ftl = ftl o ft2 = ftl+t2

 a n d /* ° /-* = ex-

1.4 Supplementary Material 

1.4.1 The Cardinality of a Set (Cardinal Numbers) 

The set X is said to be equipollent to the set Y if there exists a bijective 
mapping of X onto Y, that is, a point y G Y is assigned to each x G X, 
the elements of Y assigned to different elements of X are different, and every 
point of Y is assigned to some point of X. 

Speaking fancifully, each element x € X has a seat all to itself in Y, and 
there are no vacant seats y G Y. 

It is clear that the relation X1ZY thereby introduced is an equivalence 
relation. For that reason we shall write X ~ Y instead of X7ZY, in accordance 
with our earlier convention. 

The relation of equipollence partitions the collection of all sets into classes 
of mutually equivalent sets. The sets of an equivalence class have the same 
number of elements (they are equipollent), and sets from different equivalence 
classes do not. 

The class to which a set X belongs is called the cardinality of X, and also 
the cardinal or cardinal number of X. It is denoted cardX. If X ~ Y, we 
write cardX = cardF. 

The idea behind this construction is that it makes possible a comparison of 
the numbers of elements in sets without resorting to an intermediate count, 
that is, without measuring the number by comparing it with the natural 
numbers N = {1,2,3, . . .} . Doing the latter, as we shall soon see, is sometimes 
not even theoretically possible. 

The cardinal number of a set X is said to be not larger than the cardinal 
number of a set Y, and we write card X < card Y, if X is equipollent to some 
subset of Y. 

Thus, 

(cardX < cardF) :=3Z cY (cardX = cardZ) . 
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If X C y , it is clear that cardX < cardy. It turns out, however, that 
the relation X C Y does not exclude the inequality cardy < cardX, even 
when X is a proper subset of Y. 

For example, the correspondence x >-» 1_
x,a,[ is a bijective mapping of the 

interval — 1 < x < 1 of the real axis R onto the entire axis. 
The possibility of being equipollent to a proper subset of itself is a charac­

teristic of infinite sets that Dedekind18 even suggested taking as the definition 
of an infinite set. Thus a set is called finite (in the sense of Dedekind) if it is 
not equipollent to any proper subset of itself; otherwise, it is called infinite. 

Just as the relation of inequality orders the real numbers on a line, the 
inequality just introduced orders the cardinal numbers of sets. To be specific, 
one can prove that the relation just constructed has the following properties: 

1° (cardX < cardy) A (cardy < cardZ) => (cardX < cardZ) (obvious). 

2° (cardX < cardy) A (cardy < cardX) => (cardX = cardy) (the 
Schroder-Bernstein theorem.19). 

3° VX Vy (card X < card Y) V (card Y < card X) (Cantor's theorem). 

Thus the class of cardinal numbers is linearly ordered. 
We say that the cardinality of X is less than the cardinality of Y and write 

cardX < cardy, if cardX < cardy but cardX ^ cardy. Thus (cardX < 
cardy) := (cardX < cardy) A (cardX ^ cardy) . 

As before, let 0 be the empty set and V(X) the set of all subsets of the 
set X. Cantor made the following discovery: 

Theorem. cardX < card^(X) . 

Proof. The assertion is obvious for the empty set, so that from now on we 
shall assume 1 / 0 . 

Since V(X) contains all one-element subsets of X, cardX < card'P(X). 
To prove the theorem it now suffices to show that cardX ^ card'P(X) if 

X ^0. 
Suppose, contrary to the assertion, that there exists a bijective mapping 

f : X -> V(X). Consider the set A = {x G X : x £ f(x)} consisting of the 
elements x e X that do not belong to the set f(x) G V(X) assigned to them 
by the bijection. Since A G V(X), there exists a € X such that f(a) = A. 
For the element a the relation a G A is impossible by the definition of A, and 
the relation a £ A is impossible, also by the definition of A. We have thus 
reached a contradiction with the law of excluded middle. • 
18 R. Dedekind (1831-1916) - German algebraist who took an active part in the 

development of the theory of a real number. He was the first to propose the 
axiomatization of the set of natural numbers usually called the Peano axiom 
system after G. Peano (1858-1932), the Italian mathematician who formulated 
it somewhat later. 

19 F.Bernstein (1878-1956) - German mathematician, a student of G. Cantor. 
E. Schroder (1841-1902) - German mathematician. 
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This theorem shows in particular tha t if infinite sets exist, then even 
"infinities" are not all the same. 

1.4.2 A x i o m s for Set T h e o r y 

The purpose of the present subsection is to give the interested reader a picture of 
an axiom system that describes the properties of the mathematical object called a 
set and to illustrate the simplest consequences of those axioms. 

1°. ( A x i o m of e x t e n s i o n a l i t y ) Sets A and B are equal if and only if they 
have the same elements. 

This means that we ignore all properties of the object known as a "set" except 
the property of having elements. In practice it means that if we wish to establish 
that A = B, we must verify that Vx ((xeA)& (xe B)\ 

2°. ( A x i o m of s e p a r a t i o n ) To any set A and any property P there corresponds 
a set B whose elements are those elements of A, and only those, having property 
P. 

More briefly, it is asserted that if A is a set, then B = {x G A\ P(x)} is also a 
set. 

This axiom is used very frequently in mathematical constructions, when we 
select from a set the subset consisting of the elements having some property. 

For example, it follows from the axiom of separation that there exists an empty 
subset 0x = {x G X\ x ^ x} in any set X. By virtue of the axiom of extensionality 
we conclude that 0x = 0 y for all sets X and Y, that is, the empty set is unique. 
We denote this set by 0 . 

It also follows from the axiom of separation that if A and B are sets, then 
A\ B = {x G A\ x £ B} is also a set. In particular, if M is a set and A a subset of 
M, then CM A is also a set. 

3°. ( U n i o n a x i o m ) For any set M whose elements are sets there exists a set 
(J M, called the union of M and consisting of those elements and only those that 
belong to some element of M. 

If we use the phrase "family of sets" instead of "a set whose elements are sets", 
the axiom of union assumes a more familiar sound: there exists a set consisting of 
the elements of the sets in the family. Thus, a union of sets is a set, and x G |J M <^ 

3x((x eM)A(xeX)\ 
When we take account of the axiom of separation, the union axiom makes it 

possible to define the intersection of the set M (or family of sets) as the set 

f]M := {x G ( J M | V X ( (X G M) => (x G X ) ) } . 

4°. ( P a i r i n g a x i o m ) For any sets X and Y there exists a set Z such that X and 
Y are its only elements. 

The set Z is denoted {X, Y} and is called the unordered pair of sets X and Y. 
The set Z consists of one element if X = Y. 



28 1 Some General Mathematical Concepts and Notation 

As we have already pointed out, the ordered pair (X, Y) differs from the un­
ordered pair by the presence of some property possessed by one of the sets in the 
pair. For example, (X,Y) := {{X,X}, {X, Y}}. 

Thus, the unordered pair makes it possible to introduce the ordered pair, and 
the ordered pair makes it possible to introduce the direct product of sets by using 
the axiom of separation and the following important axiom. 

5°. ( P o w e r s e t a x i o m ) For any set X there exists a set V(X) having each 
subset of X as an element, and having no other elements. 

In short, there exists a set consisting of all the subsets of a given set. 
We can now verify that the ordered pairs (#, y), where x G X and y G Y, really 

do form a set, namely 

X x Y := {p G V(V(X)\JV(XJ)\ (p = (*,y)) A (x G X) A (y G Y)} . 

Axioms l°-5° limit the possibility of forming new sets. Thus, by Cantor's the­
orem (which asserts that cardX < card'P(X)) there is an element in the set V(X) 
that does not belong to X. Therefore the "set of all sets" does not exist. And it 
was precisely on this "set" that Russell's paradox was based. 

In order to state the next axiom we introduce the concept of the successor X+ 

of the set X. By definition X+ = X U {X}. More briefly, the one-element set {X} 
is adjoined to X. 

Further, a set is called inductive if the empty set is one of its elements and the 
successor of each of its elements also belongs to it. 

6°. ( A x i o m of i n f i n i t y ) There exist inductive sets. 
When we take Axioms l°-4° into account, the axiom of infinity makes it possible 

to construct a standard model of the set No of natural numbers (in the sense of 
von Neumann),20 by defining No as the intersection of all inductive sets, that is, 
the smallest inductive set. The elements of No are 

0 , 0 + = 0 U {0} = {0} , { 0 } + = {0} U {{0}} 

which are a model for what we denote by the symbols 0 ,1 ,2 , . . . and call the natural 
numbers. 

7°. ( A x i o m of r e p l a c e m e n t ) Let ^"(x,y) be a statement (more precisely, a 
formula) such that for every xo in the set X there exists a unique object yo such 
that ^(xo^yo) is true. Then the objects y for which there exists an element x G X 
such that F{x,y) is true form a set. 

We shall make no use of this axiom in our construction of analysis. 
Axioms l°-7° constitute the axiom system known as the Zermelo-Fraenkel ax­

ioms.21 

To this system another axiom is usually added, one that is independent of 
Axioms l°-7° and used very frequently in analysis. 

20 J. von Neumann (1903-1957) - American mathematician who worked in func­
tional analysis, the mathematical foundations of quantum mechanics, topological 
groups, game theory, and mathematical logic. He was one of the leaders in the 
creation of the first computers. 

21 E. Zermelo (1871-1953) - German mathematician. A. Fraenkel (1891-1965) -
German (later, Israeli) mathematician. 
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8°. (Axiom of choice) For any family of nonempty sets there exists a set C 
such that for each set X in the family X DC consists of exactly one element. 

In other words, from each set of the family one can choose exactly one repre­
sentative in such a way that the representatives chosen form a set C. 

The axiom of choice, known as Zermelo's axiom in mathematics, has been the 
subject of heated debates among specialists. 

1.4.3 Remarks on the Structure of Mathematical Propositions 
and Their Expression in the Language of Set Theory 

In the language of set theory there are two basic, or atomic types of mathe­
matical statements: the assertion x G A, that an object x is an element of a 
set A, and the assertion A = B, that the sets A and B are identical. (However, 
when the axiom of extensionality is taken into account, the second statement 
is a combination of statements of the first type: (x G A) <̂> (x G B).) 

A complex statement or logical formula can be constructed from atomic 
statements by means of logical operators - the connectors -i, A, V => and the 
quantifiers V, 3 - by use of parentheses ( ). When this is done, the formation 

of any statement, no matter how complicated, reduces to carrying out the 
following elementary logical operations: 

a) forming a new statement by placing the negation sign before some 
statement and enclosing the result in parentheses; 

b) forming a new statement by substituting the necessary connectors A, 
V, and => between two statements and enclosing the result in parentheses. 

c) forming the statement "for every object x property P holds," (written 
as \/xP(x)) or the statement "there exists an object x having property P" 
(written as 3xP(x)). 

For example, the cumbersome expression 

3x(P(x)A(Vy(P(y)=>(y = x)))) 

means that there exists an object having property P and such that if y is 
any object having this property, then y = x. In brief: there exists a unique 
object x having property P. This statement is usually written 3\xP(x), and 
we shall use this abbreviation. 

To simplify the writing of a statement, as already pointed out, one at­
tempts to omit as many parentheses as possible while retaining the unambigu­
ous interpretation of the statement. To this end, in addition to the priority 
of the operators -i, A, V, => mentioned earlier, we assume that the symbols in 
a formula are most strongly connected by the symbols G, =, then 3, V, and 
then the connectors -i, A, V, =>. 

Taking account of this convention, we can now write 

3\xP(x) := 3x(P(x) A Vy (P(y) => y = x)) . 
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We also make the following widely used abbreviations: 

(Vx G X) P := Vx (x G X => P(x)) , 

(3x G X) P := 3x (x G X A P(x)) , 

(Vx > a) P := Vx (x G R A x > a => P(x)) , 

(3x > a) P := 3x (x eR A x > a A P(x)) . 

Here R, as always, denotes the set of real numbers. 
Taking account of these abbreviations and the rules a), b), c) for con­

structing complex statements, we can, for example, give an unambiguous 
expression 

( lim fix) = a) := Ve > 036 > OVx G R (0 < \x - a\ < 6 => | /(x) - A\ < e) 

of the fact that the number A is the limit of the function / : R —> R at the 
point a G R. 

For us perhaps the most important result of what has been said in this 
subsection will be the rules for forming the negation of a statement containing 
quantifiers. 

The negation of the statement "for some x, P(x) is true" means that "for 
any x, P(x) is false", while the negation of the statement "for any x, P(x) is 
true" means that "there exists an x such that P(x) is false". 

Thus, 

- d x P ( x ) <£> Vx-nP(x) , 

-Wx P(x) <£> 3x -»P(x) . 

We recall also (see the exercises in Sect. 1.1) that 

-n(P A Q) <£> -iP V -iQ , 

-n(P V Q) <£> -iP A -iQ , 

-i(P => Q) <s> P A -iQ . 

On the basis of what has just been said, one can conclude, for example, 
that 

-((Vx >a)P) & (3x > a) -iP . 

It would of course be wrong to express the right-hand side of this last relation 
as (3x < a) -iP. 

Indeed, 

-i((Vx > a) P) := -i(Vx (xeRAx>a=> P(x))) <£> 

<£> 3x -n(x G R A x > a => P(x))) <£> 

^ 3x ((x G R A x > a) A -iP(x)) =: (3x > a) -iP . 
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If we take into acount the structure of an arbitrary s tatement mentioned 
above, we can now use the negations just constructed for the simplest s tate­
ments to form the negation of any particular s tatement. 

For example, 

-i( lim f{x) = A) <£> 3e > 0V5 > 0 3x G R 

(0 < \x - a\ < 6 A \f(x) - A\ > e) . 

The practical importance of the rule for forming a negation is connected, 
in particular, with the method of proof by contradiction, in which the t ru th 
of a statement P is deduced from the fact tha t the statement -*P is false. 

1.4.4 E x e r c i s e s 

1. a) Prove the equipollence of the closed interval {x G R| 0 < x < 1} and the open 
interval {x G M| 0 < x < 1} of the real line R both using the Schroder-Bernstein 
theorem and by direct exhibition of a suitable bijection. 

b) Analyze the following proof of the Schroder-Bernstein theorem: 

(cardX < cardF) A (cardF < cardX) => (cardX = cardF) . 

Proof. It suffices to prove that if the sets X, Y, and Z are such that X D Y D Z 
and cardX = cardZ, then cardX = ca rdF . Let / : X —> Z be a bijection. A 
bijection g : X —> Y can be defined, for example, as follows: 

(x) = { f(x)> i f x € fn(X) \ fn(Y) for some n G N , 
\ x otherwise. 

Here fn = f o • • • o / is the nth iteration of the mapping / and N is the set of 
natural numbers. • 

2. a) Starting from the definition of a pair, verify that the definition of the direct 
product X xY of sets X and Y given in Subsect. 1.4.2 is unambiguous, that is, the 
set V[V(X) U V(Y)) contains all ordered pairs (x, y) in which x G X and y €Y. 

b) Show that the mappings / : X —> Y from one given set X into another given 
set Y themselves form a set M(X, Y). 

c) Verify that if IZ is a set of ordered pairs (that is, a relation), then the first 
elements of the pairs belonging to 1Z (like the second elements) form a set. 

3. a) Using the axioms of extensionality, pairing, separation, union, and infinity, 
verify that the following statements hold for the elements of the set No of natural 
numbers in the sense of von Neumann: 

1° x = y => x+ = y + ; 

2° (Vx G No) (x+ + 0 ) ; 

3° x
+ = y+ => x = y\ 
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4° (Vx eNo)(x^0=> (3y G No) (a = 2/+)). 

b) Using the fact that No is an inductive set, show that the following statements 
hold for any of its elements x and y (which in turn are themselves sets): 

1° card a; < cardx4"; 

2° card 0 < card x+; 

3° card x < card y <^ card x+ < card y+; 

4° card a; < cardx4"; 

5° card x < card y => card x+ < card y \ 

6° x = y <^ card x = card y; 

7° (xC|/)V(o y). 

c) Show that in any subset X of No there exists a (minimal) element Xm such 
that (Vx G X) (cardxm < cardx). (If you have difficulty doing so, come back to 
this problem after reading Chapter 2.) 

4. We shall deal only with sets. Since a set consisting of different elements may 
itself be an element of another set, logicians usually denote all sets by uppercase 
letters. In the present exercise, it is very convenient to do so. 

a) Verify that the statement 

Vx3yVz (z £ y <& 3w (z G w A w G x) J 

expresses the axiom of union, according to which y is the union of the sets belonging 
to x. 

b) State which axioms of set theory are represented by the following statements: 

\/x\/y\/z ((zex<&zey)<&x = y) , 

Vx Vy 3z Vv (v € z <=$> (v = x V v = y)) , 

\/x3y\/z (zey<&Vu(uez=>uex)) , 

3x (Vyf -i3z (z G y) => y G x) A Vw (w G x => 

=> \/u (\/v (v eu& (v = wVv ew)J => u G x)Y\ . 

c) Verify that the formula 

Mz(z G / => \3xi 3yi(xi ex Ayi ey Az = (xi,2/i))JJ A 

AVxi (xi G x => 3yi 3z h/i G y A z = (xi,2/i) A z G / ) J A 

A Vxi Vyi Vy2 f 3zi 3z2 (21 G / A z2 G / A z\ = (xi, yi) A 

A z2 = (x2,3/2)J =* 2/i = 2/2J 
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imposes three successive restrictions on the set / : / is a subset of xxy; the projection 
of / on x is equal to x; to each element x\ of x there corresponds exactly one y\ in 
y such that (xi ,yi) G / . 

Thus what we have here is a definition of a mapping f : x —> y. 

This example shows yet again that the formal expression of a statement is by no 
means always the shortest and most transparent in comparison with its expression 
in ordinary language. Taking this circumstance into account, we shall henceforth 
use logical symbolism only to the extent that it seems useful to us to achieve greater 
compactness or clarity of exposition. 

5. Let / : X —> Y be a mapping. Write the logical negation of each of the following 
statements: 

a) / is surjective; 

b) / is injective; 

c) / is bijective. 

6. Let X and Y be sets and / C X x Y. Write what it means to say that the set 
/ is not a function. 





2 The Real Numbers 

Mathematical theories, as a rule, find uses because they make it possible to 
transform one set of numbers (the initial data) into another set of numbers 
constituting the intermediate or final purpose of the computations. For that 
reason numerical-valued functions occupy a special place in mathematics and 
its applications. These functions (more precisely, the so-called differentiable 
functions) constitute the main object of study of classical analysis. But, as 
you may already have sensed from your school experience, and as will soon be 
confirmed, any description of the properties of these functions that is at all 
complete from the point of view of modern mathematics is impossible with­
out a precise definition of the set of real numbers, on which these functions 
operate. 

Numbers in mathematics are like time in physics: everyone knows what 
they are, and only experts find them hard to understand. This is one of the 
basic mathematical abstractions, which seems destined to undergo significant 
further development. A very full separate course could be devoted to this sub­
ject. At present we intend only to unify what is basically already known to 
the reader about real numbers from high school, exhibiting as axioms the 
fundamental and independent properties of numbers. In doing this, our pur­
pose is to give a precise definition of real numbers suitable for subsequent 
mathematical use, paying particular attention to their property of complete­
ness or continuity, which contains the germ of the idea of passage to the limit 
- the basic nonarithmetical operation of analysis. 

2.1 The Axiom System and some General Proper t ies 
of the Set of Real Numbers 

2.1.1 Definition of the Set of Real Numbers 

Definition 1. A set R is called the set of real numbers and its elements are 
real numbers if the following list of conditions holds, called the axiom system 
of the real numbers. 
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(I) AXIOMS FOR ADDITION 

An operation 
+ : R x R - » R , 

(the operation of addition) is defined, assigning to each ordered pair (x, y) of 
elements x,y ofR a certain element x + y G R, called the sum of x and y. 
This operation satisfies the following conditions: 

1+. There exists a neutral, or identity element 0 (called zero) such that 

x + 0 = 0 + x = x 

for every x ER. 

2+. For every element x E R there exists an element —x G R called the 
negative of x such that 

x + (—x) = (—x) + x = 0 . 

3+. The operation + is associative, that is, the relation 

x + (y + z) = (x + y) + z 

holds for any elements x, y, z of R. 

4+. The operation + is commutative, that is, 

X + y = y + x 

for any elements x,y ofR. 

If an operation is defined on a set G satisfying axioms 1+, 2+, and 3+, 
we say that a group structure is defined on G or that G is a group. If the 
operation is called addition, the group is called an additive group. If it is also 
known that the operation is commutative, that is, condition 4 + holds, the 
group is called commutative or Abelian.1 

Thus, Axioms 1+-4+ assert that R is an additive abelian group. 

(II) AXIOMS FOR MULTIPLICATION 

An operation 
• :R x l ^ l , 

(the operation of multiplication) is defined, assigning to each ordered pair 
(x, y) of elements x,y ofR a certain element x • y G R, called the product of 
x and y. This operation satisfies the following conditions: 

1 N.H.Abel (1802-1829) - outstanding Norwegian mathematician, who proved 
that the general algebraic equation of degree higher than four cannot be solved 
by radicals. 
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1#. There exists a neutral, or identity element 1 G K \ 0 (called one) such 
that 

x • 1 = 1 • x = x 

for every x G l . 

2#. For every element x G R \ 0 there exists an element x~l e R, called 
the inverse or reciprocal of x, such that 

x • x~l = x~l • x = 1 . 

3# . The operation • is associative, that is, the relation 

x-(y-z) = (x-y)-z 

holds for any elements x, y, z ofR. 

4#. The operation • is commutative, that is, 

x • y = y • x 

for any elements x,y ofR. 

We remark that with respect to the operation of multiplication the set 
R \ 0, as one can verify, is a (multiplicative) group. 

(I, II) T H E CONNECTION BETWEEN ADDITION AND MULTIPLICATION 

Multiplication is distributive with respect to addition, that is 

(x + y)z = xz -\-yz 

for all x, y, z G R. 
We remark that by the commutativity of multiplication, this equality 

continues to hold if the order of the factors is reversed on either side. 
If two operations satisfying these axioms are denned on a set G, then G 

is called a field. 

(Ill) ORDER AXIOMS 

Between elements ofR there is a relation <, that is, for elements x, y G IR. 
one can determine whether x <y or not. Here the following conditions must 
hold: 

0<. VxeR(x<x). 

1<- {x < y) A (y < x) => (x = y). 

2<- (x<y)A(y<z)=>(x<z). 

3<. Vx G RVy G R (x < y) V (y < x). 
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The relation < on R is called inequality. 
A set on which there is a relation between pairs of elements satisfying 

axioms 0<, 1<, and 2<, as you know, is said to be partially ordered. If in 
addition axiom 3< holds, that is, any two elements are comparable, the set 
is linearly ordered. Thus the set of real numbers is linearly ordered by the 
relation of inequality between elements. 

(I, III) T H E CONNECTION BETWEEN ADDITION AND ORDER ON R 

Ifx,y,z are elements ofR, then 

{x < y) => (x + z < y + z) . 

( I I , I I I ) T H E CONNECTION BETWEEN MULTIPLICATION AND ORDER ON R 

If x and y are elements of R, then 

(0<x)A(0<y)=>(0<x-y). 

(IV) T H E AXIOM OF COMPLETENESS (CONTINUITY) 

If X and Y are nonempty subsets of R having the property that x < y for 
every x G X and every y G Y, then there exists c G R such that x < c < y 
for all x G X and y eY. 

We now have a complete list of axioms such that any set on which these 
axioms hold can be considered a concrete realization or model of the real 
numbers. 

This definition does not formally require any preliminary knowledge about 
numbers, and from it "by turning on mathematical thought" we should, again 
formally, obtain as theorems all the other properties of real numbers. On the 
subject of this axiomatic formalism we would like to make a few informal 
remarks. 

Imagine that you had not passed from the stage of adding apples, cubes, 
or other named quantities to the addition of abstract natural numbers; you 
had not studied the measurement of line segments and arrived at rational 
numbers; you did not know the great discovery of the ancients that the diag­
onal of a square is incommensurable with its side, so that its length cannot 
be a rational number, that is, that irrational numbers are needed; you did not 
have the concept of "greater" or "smaller" that arises in the process of mea­
surement; you did not picture order to yourself using, for example, the real 
line. If all these preliminaries had not occurred, the axioms just listed would 
not be perceived as the outcome of intellectual progress; they would seem at 
the very least a strange, and in any case arbitrary, fruit of the imagination. 

In relation to any abstract system of axioms, at least two questions arise 
immediately. 
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First, are these axioms consistent? That is, does there exist a set satisfying 
all the conditions just listed? This is the problem of consistency of the axioms. 

Second, does the given system of axioms determine the mathematical 
object uniquely? That is, as the logicians would say, is the axiom system 
categorical? Here uniqueness must be understood as follows. If two people 
A and B construct models independently, say of number systems IR^ and 
Ms, satisfying the axioms, then a bijective correspondence can be established 
between the systems RA and IR^, say / : RA —> R B 5 preserving the arithmetic 
operations and the order, that is, 

f(x + y) = / (x) + / ( y ) , 

f(x.y) = f(x).f(y), 

x < y <* f{x) < f(y) . 

In this case, from the mathematical point of view, RA and IR^ are merely 
distinct but equally valid realizations (models) of the real numbers (for ex­
ample, RA might be the set of infinite decimal fractions and RB the set of 
points on the real line). Such realizations are said to be isomorphic and the 
mapping / is called an isomorphism. The result of this mathematical activ­
ity is thus not about any particular realization, but about each model in the 
class of isomorphic models of the given axiom system. 

We shall not discuss the questions posed above, but instead confine our­
selves to giving informative answers to them. 

A positive answer to the question of consistency of an axiom system is 
always of a hypothetical nature. In relation to numbers it has the following 
appearance: Starting from the axioms of set theory that we have accepted 
(see Subsect. 1.4.2), one can construct the set of natural numbers, then the 
set of rational numbers, and finally the set IR of real numbers satisfying all 
the properties listed. 

The question of the categoricity of the axiom system for the real numbers 
can be established. Those who wish to do so may obtain it independently by 
solving Exercises 23 and 24 at the end of this section. 

2.1.2 Some General Algebraic Properties of Real Numbers 

We shall show by examples how the known properties of numbers can be 
obtained from these axioms. 

a. Consequences of the Addition Axioms 1°. There is only one zero in 
the set of real numbers. 

Proof. If Oi and O2 are both zeros in IR, then by definition of zero, 

Oi = Oi + 02 = 02 + Oi = 02 . D 
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2°. Each element of the set of real numbers has a unique negative. 

Proof If x\ and x2 are both negatives of x £ M, then 

X\ = X\ + 0 = X\ + (X + X2) = (Xi + x) + X2 = 0 + X2 = X2 . • 

Here we have used successively the definition of zero, the definition of the 
negative, the associativity of addition, again the definition of the negative, 
and finally, again the definition of zero. 

3°. In the set of real numbers R the equation 

a + x = b 

has the unique solution 
x = b+ (—a) . 

Proof. This follows from the existence and uniqueness of the negative of every 
element a G l : 

(a + x = b) <̂> ((x + a) + ( -a) = b + ( -a)) <̂> 

<£> (x + (a + (-a)) = b + (-a)) <£> (x + 0 = b + (-a)) <£> 

The expression b + (—a) can also be written as 6 — a. This is the shorter 
and more common way of writing it, to which we shall adhere. 

b. Consequences of the Multiplication Axioms 1°. There is only one 

multiplicative unit in the real numbers. 

2°. For each x ^ 0 there is only one reciprocal x~x. 

3°. For a G l \ 0 ; the equation a • x = b has the unique solution x = b • a - 1 . 

The proofs of these propositions, of course, merely repeat the proofs of the 
corresponding propositions for addition (except for a change in the symbol 
and the name of the operation); they are therefore omitted. 

c. Consequences of the Axiom Connecting Addition and Multi­
plication Applying the additional axiom (I, II) connecting addition and 
multiplication, we obtain further consequences. 

1°. For any x G l 

Proof 

(x-0 = x-(0 + 0)=x-0 + x-0)^(x-0 = x-0 + (-(x • 0)) = 0) . • 
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From this result, incidentally, one can see that if x G M\0, then x~x G M\0. 

2°. (x • y = 0) => (x = 0) V (y = 0). 

Proof. If, for example, y ^ 0, then by the uniqueness of the solution of the 
equation x • y = 0 for x, we find x = 0 • y~x = 0. • 

3°. For anyxeR 
—x = (—1) • x . 

Proof, x + (—1) • x = (l + (—1)) -x = 0'X = X'O = 0, and the assertion now 
follows from the uniqueness of the negative of a number. • 

4°. For any x G R 

Proof. This follows from 3° and the uniqueness of the negative of —x. D 

5°. For any x G R 
(—x) • (—x) = x • x . 

Proof 

( -* ) ( -* ) = ((-1) • * ) ( -* ) = (x • ( - l ) ) ( - z ) = x ( ( - l ) ( - x ) ) = x • x . 

Here we have made successive use of the preceding propositions and the 
commutativity and associativity of multiplication. • 

d. Consequences of the Order Axioms We begin by noting that the 
relation x < y (read "x is less than or equal to ?/") can also be written as 
y > x ("y is greater than or equal to xn); when x ^ y , the relation x < y is 
written x < y (read ux is less than ?/") or y > x (read "y is greater than xn), 
and is called strict inequality. 

1°. For any x and y inR precisely one of the following relations holds: 

x<y, x = y, x>y . 

Proof This follows from the definition of strict inequality just given and 
axioms 1< and 3<. • 

2°. For any x, ?/, z G R 

(x<y)A(y<z)^(x<z), 

(x < y) A (y < z) => (x < z) . 
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Proof. We prove the first assertion as an example. By Axiom 2<, which as­
serts that the inequality relation is transitive, we have 

(x < y) A (y < z) & (x < y) A (y < z) A (y ^ z) => (x < z) . 

It remains to be verified that x ^ z. But if this were not the case, we would 
have 

(x < y) A (y < z) & (z < y) A (y < z) & (z < y) A (y < z) A (y ^ z) . 

By Axiom 1< this relation would imply 

(y = z) A (y ^ z) , 

which is a contradiction. • 

e. Consequences of the Axioms Connecting Order with Addition 
and Multiplication If in addition to the axioms of addition, multiplication, 
and order, we use axioms (I,III) and (II, III), which connect the order with the 
arithmetic operations, we can obtain, for example, the following propositions. 

1°. For any x,y,z,w £ K. 

(x < y) => (x + z) < (y + z) , 

(0 < x) => {-x < 0) , 

(x < y) A (z < w) => (x + z) < (y + w) , 

(x < y) A (z < w) => (x + z < y + w) . 

Proof. We shall verify the first of these assertions. 

By definition of strict inequality and the axiom (I,III) we have 

(x < y) =* (x < y) =* (x + z) < (y + z) . 

It remains to be verified that x + z ^ y + z. Indeed, 

((x + z) = (y + z)) => (x = (y + z) - z = y + (z - z) = y) , 

which contradicts the assumption x < y. • 
2°. Ifx,y,z £ R, then 

(0<x)A(0<y)^(0< xy) , 

(x < 0) A (y < 0) => (0 < x?/) , 

(x < 0) A (0 < y) => (x?/ < 0) , 

(x <y) A(0 < z) => (xz < 2/z) , 

(x < y) A (z < 0) => (2/2 < xz) . 
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Proof. We shall verify the first of these assertions. By definition of strict 
inequality and the axiom (II,III) we have 

(0 < x) A (0 < y) => (0 < x) A (0 < y) => (0 < xy) . 

Moreover, 0 ^ xy since, as already shown, 

(x • y = 0) => (x = 0) V (y = 0) . 

Let us further verify, for example, the third assertion: 

(x < 0) A (0 < y) => (0 < -x) A(0<y)^ 

=>(0<(-x).y)=>(0<((-l)-x)y)=> 

=> (0 < (-1) • (xy)) => (0 < -(xy)) => (xy < 0) . • 

The reader is now invited to prove the remaining relations independently 
and also to verify that if nonstrict inequality holds in one of the parentheses 
on the left-hand side, then the inequality on the right-hand side will also be 
nonstrict. 

3°. 0 < 1. 

Proof. We know that 1 G K \ 0 , that is 0 ^ 1. If we assume 1 < 0, then by 
what was just proved, 

(1 < 0) A (1 < 0) =* (0 < 1 • 1) =* (0 < 1) . 

But we know that for any pair of numbers x , t / G l exactly one of the possi­
bilities x<y, x = y, x>y actually holds. Since 0 ^ 1 and the assumption 
1 < 0 implies the relation 0 < 1, which contradicts it, the only remaining 
possibility is the one in the statement of the proposition. • 

4°. (0 < x) => (0 < x-1) and (0 < x) A (x < y) => (0 < y'1) A (y'1 < x'1). 

Proof. Let us verify the first of these assertions. First of all, x~l ^ 0. As­
suming x~x < 0, we obtain 

(x-1 <0)A(0<x)^(x- x-1 < 0) =* ( l < 0) . 

This contradiction completes the proof. • 

We recall that numbers larger than zero are called positive and those less 
than zero negative. 

Thus we have shown, for example, that 1 is a positive number, that the 
product of a positive and a negative number is a negative number, and that 
the reciprocal of a positive number is also positive. 
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2.1.3 The Completeness Axiom and the Existence 
of a Least Upper (or Greatest Lower) Bound of a Set of Numbers 

Definition 2. A set X C R is said to be bounded above (resp. bounded below) 
if there exists a number c G K. such that x < c (resp. c < x) for all x £ X. 

The number c in this case is called an upper bound (resp. lower bound) of 
the set X. It is also called a majorant (resp. minorant) of X. 

Definition 3. A set that is bounded both above and below is called bounded. 

Definition 4. An element a £ X is called the largest or maximal (resp. 
smallest or minimal) element of X if x < a (resp. a < x) for all x £ X. 

We now introduce some notation and at the same time give a formal 
expression to the definition of maximal and minimal elements: 

(a = maxX) := (a G X A Vx G X (x < a)) , 

(a = minX) := (a £ X A\/x £ X (a < x)) . 

Along with the notation max X (read "the maximum of X") and min X 
(read "the minimum of X") we also use the respective expressions max x and 

xex 
mmx. 
xex 

It follows immediately from the order axiom 1< that if there is a maximal 
(resp. minimal) element in a set of numbers, it is the only one. 

However, not every set, not even every bounded set, has a maximal or 
minimal element. 

For example, the s e t X = { x G l R | 0 < £ < l } has a minimal element. 
But, as one can easily verify, it has no maximal element. 

Definition 5. The smallest number that bounds a set X C R from above 
is called the least upper bound (or the exact upper bound) of X and denoted 
supX (read "the supremum of X") or sup x. 

xex 

This is the basic concept of the present subsection. Thus 

(s = supX) :=Vx£X ((x <s)A (W < s 3x' £ X {s' < x'))) . 

The expression in the first set of parentheses on the right-hand side here 
says that s is an upper bound for X; the expression in the second set says that 
s is the smallest number having this property. More precisely, the expression 
in the second set of parentheses asserts that any number smaller than s is 
not an upper bound of X. 

The concept of the greatest lower bound (or exact lower bound) of a set 
X is introduced similarly as the largest of the lower bounds of X. 
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Definition 6. 

(i = inf X) :=VxeX ((i < x) A (Vi' > i 3x' G X {x' < i'))) . 

Along with the notation inf X (read "the infimum of X") one also uses the 
notation inf x for the greatest lower bound of X. 

xex 
Thus we have given the following definitions: 

supX := min{c G R| Vx G X (x < c)} , 

infX := max{ceR\VxeX(c<x)} . 

But we said above that not every set has a minimal or maximal element. 
Therefore the definitions we have adopted for the least upper bound and 
greatest lower bound require an argument, provided by the following lemma. 

Lemma. (The least upper bound principle). Every nonempty set of real num­
bers that is bounded from above has a unique least upper bound. 

Proof Since we already know that the minimal element of a set of numbers 
is unique, we need only verify that the least upper bound exists. 

Let X c R be a given set and Y = {y G R\Vx G X (x < y)}. By 
hypothesis, X ^ 0 and Y ^ 0 . Then, by the completeness axiom there 
exists c G R. such that \/x G X \/y G Y (x < c < y). The number c is therefore 
both a major ant of X and a minorant of Y. Being a major ant of X, c is an 
element of Y. But then, as a minorant of Y", it must be the minimal element 
of Y. Thus c = min Y = sup X. D 

Naturally the existence and uniqueness of the greatest lower bound of a 
set of numbers that is bounded from below is analogous, that is, the following 
proposition holds. 

Lemma. (X bounded below) => (3! inf X). 
We shall not take time to give the proof. 
We now return to the set X = {x G R| 0 < x < 1}. By the lemma just 

proved it must have a least upper bound. By the very definition of the set X 
and the definition of the least upper bound, it is obvious that supX < 1. 

To prove that sup X = 1 it is thus necessary to verify that for any number 
q < 1 there exists x G X such that q < x\ simply put, this means merely 
that there are numbers between q and 1. This of course, is also easy to prove 
independently (for example, by showing that q < 2 - 1 ( g + l ) < 1), but we shall 
not do so at this point, since such questions will be discussed systematically 
and in detail in the next section. 

As for the greatest lower bound, it always coincides with the minimal 
element of a set, if such an element exists. Thus, from this consideration 
alone we have inf X = 0 in the present example. 

Other, more substantive examples of the use of the concepts introduced 
here will be encountered in the next section. 
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2.2 The Most Impor tan t Classes of Real Numbers 
and Computat ional Aspects of Operations 
with Real Numbers 

2.2.1 The Natural Numbers and the Principle 
of Mathematical Induction 

a. Definition of the Set of Natural Numbers The numbers of the form 
1, 1 + 1, (1 + 1 )+ 1, and so forth are denoted respectively by 1,2,3,. . . and 
so forth and are called natural numbers. 

Such a definition will be meaningful only to one who already has a com­
plete picture of the natural numbers, including the notation for them, for 
example in the decimal system of computation. 

The continuation of such a process is by no means always unique, so that 
the ubiquitous "and so forth" actually requires a clarification provided by 
the fundamental principle of mathematical induction. 

Definition 1. A set X C 1 is inductive if for each number x £ X, it also 
contains x + 1. 

For example, R is an inductive set; the set of positive numbers is also 
inductive. 

The intersection X = f] Xa of any family of inductive sets X a , if not 

empty, is an inductive set. 
Indeed, 

lxex= pj xa j =* (VaeA(xeXa)) => 
\ aeA J 

^(VaeA((x + i)eXa)) => ((* + i ) e f]xa = x) . 
\ aeA / 

We now adopt the following definition. 

Definition 2. The set of natural numbers is the smallest inductive set con­
taining 1, that is, the intersection of all inductive sets that contain 1. 

The set of natural numbers is denoted N; its elements are called natural 
numbers. 

From the set-theoretic point of view it might be more rational to begin 
the natural numbers with 0, that is, to introduce the set of natural numbers 
as the smallest inductive set containing 0; however, it is more convenient for 
us to begin numbering with 1. 

The following fundamental and widely used principle is a direct corollary 
of the definition of the set of natural numbers. 
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b. The Principle of Mathematical Induction If a subset E of the set of 
natural numbers N is such that 1 G E and together with each number x G E, 
the number x + 1 also belongs to E, then E = N. 

Thus, 

(EcN)A(leE)A(VxeE(xeE^(x + l)eE))^E = N. 

Let us illustrate this principle in action by using it to prove several useful 
properties of the natural numbers that we will be using constantly from now 
on. 

1°. The sum and product of natural numbers are natural numbers. 

Proof Let ra, n G N; we shall show that (ra + n) G N. We denote by E the set 
of natural numbers n for which (ra + n) G N for all ra G N. Then 1 G E since 
(raGN) => ((m + 1) GN) for any ra G N. If n G E, that is, (ra + n) G N, then 
(n + 1) G E also, since (ra + (n + 1)) = ((ra + n) + l) G N. By the principle 
of induction, E = N, and we have proved that addition does not lead outside 
ofN. 

Similarly, taking E to be the set of natural numbers n for which (ra-n) G N 
for all ra G N, we find that 1 G E, since ra • 1 = ra, and if n G i£, that is, 
ra-n G N, then ra-(n+l) = ran+ra is the sum of two natural numbers, which 
belongs to N by what was just proved above. Thus (n G E) =>> ((n + 1) G i£), 
and so by the principle of induction E = N. • 

2°. (n G N) A (n ^ 1) =* ((n - 1) G N). 

Proof Consider the set E1 consisting of all real numbers of the form n — 1, 
where n is a natural number different from 1; we shall show that E = N. 
Since 1 G N, it follows that 2 := (1 + 1) G N and hence 1 = (2-1) e E. 

If ra G E, then ra = n — 1, where n G N; then ra + 1 = (n + 1) — 1, 
and since n + 1 G N, we have (m + 1) e E.By the principle of induction we 
conclude that E = N. D 

3°. For any n G N the set {x G N| n < x} contains a minimal element, 
namely 

min{x G N | n < x } = n + l . 

Proof. We shall show that the set E of n G N for which the assertion holds 
coincides with N. 

We first verify that 1 G E, that is, 

min{x G N | l < x } = 2 . 

We shall also verify this assertion by the principle of induction. Let 

M = {xeN\(x = 1) y(2<x)} . 
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By definition of M we have 1 £ M. Then if x £ M, either x = 1, in which 
case x + 1 = 2 G M, or else 2 < x, and then 2 < (x + 1), and once again 
(x + 1) G M. Thus M = N, and hence if (x ^ 1) A (x G N), then 2 < x, that 
is, indeed min{x G N| 1 < x} = 2. Hence l G ^ . 

We now show that if n G E, then (n + 1) G E. 
We begin by remarking that if x G {x G N| n + 1 < x}, then 

(x - 1) = ?/ G 0/ G N| n < ?/} . 

For, by what has already been proved, every natural number is at least as 
large as 1; therefore (n + 1 < x) =>> (1 < x) =>> (x ^ 1), and then by the 
assertion in 2° we have (x — 1) = y G N. 

Now let n £ E, that is, min{y G N| n < y} = n + 1. Then x-1 >y> n + 1 
and x > n + 2. Hence, 

(x G {x G N| n + 1 < x}) => (x > n + 2) 

and consequently, min{x G N| n + 1 < x} = n + 2, that is, (n + 1) G i£. 
By the principle of induction E = N, and 3° is now proved. • 

As immediate corollaries of 2° and 3° above, we obtain the following 
properties (4°, 5°, and 6°) of the natural numbers. 

4°. (m G N) A (n G N) A (n < m) => (n + 1 < m). 

5°. T/ie number (n + 1) G N zs £Ae immediate successor of the number n G N; 
£/m£ Z57 if n G N, ^ere are no natural numbers x satisfying n < x < n + 1. 

6°. J/ n G N ana1 n / 1, then (n — 1) G N ana1 (n — 1) is the immediate 
predecessor of n in N; that is, if n £ N, there are no natural numbers x 
satisfying n — 1 < x < n. 

We now prove one more property of the set of natural numbers. 

7°. In any nonempty subset of the set of natural numbers there is a minimal 
element. 

Proof. Let M c N. If 1 G M, then minM = 1, since Vn G N (1 < n). 
Now suppose 1 ^ M, that is, 1 G E = N \ M. The set E must contain a 

natural number n such that all natural numbers not larger than n belong to 
E, but (n + 1) G M. If there were no such n, the set E c N , which contains 
1, would contain along with each of its elements n, the number (n + 1) also; 
by the principle of induction, it would therefore equal N. But the latter is 
impossible, since N\E = M ^ 0. 

The number (n + 1) so found must be the smallest element of M, since 
there are no natural numbers between n and n + 1, as we have seen. • 
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2.2.2 Rational and Irrational Numbers 

a. The Integers 

Definition 3. The union of the set of natural numbers, the set of negatives 
of natural numbers, and zero is called the set of integers and is denoted Z. 

Since, as has already been proved, addition and multiplication of natural 
numbers do not take us outside N, it follows that these same operations on 
integers do not lead outside of Z. 

Proof. Indeed, if ra, n G Z, either one of these numbers is zero, and then the 
sum m + n equals the other number, so that (ra + n) G Z and ra • n = 0 G Z, 
or both numbers are non-zero. In the latter case, either ra, n G N and then 
(ra + n) G N C Z and (ra • n) G N C Z, or ( - r a ) , ( - n ) G N and then 
m>n = ( ( - l ) r a ) ( ( - l ) n ) G N or ( - ra) ,n G N and then ( - ra • n) G N, that 
is, ra • n G Z, or, finally, ra, — n G N and then (—ra • n) G N and once again 
ra • n G Z. • 

Thus Z is an Abelian group with respect to addition. With respect to 
multiplication Z is not a group, nor is Z \ 0, since the reciprocals of the 
integers are not in Z (except the reciprocals of 1 and —1). 

Proof. Indeed, if ra G Z and ra ^ 0,1, then assuming first that ra G N, we 
have 0 < 1 < ra, and, since ra • ra-1 = 1 > 0, we must have 0 < ra-1 < 1 
(see the consequences of the order axioms in the previous subsection). Thus 
ra-1 ^ Z. The case when ra is a negative integer different from —1 reduces 
immediately to the one already considered. • 

When k = m-n~l G Z for two integers ra, n G Z, that is, when ra = k -n 
for some k G Z, we say that ra is divisible by n or a multiple of n, or that n 
is a divisor of ra. 

The divisibility of integers reduces immediately via suitable sign changes, 
that is, through multiplication by —1 when necessary, to the divisibility of 
the corresponding natural numbers. In this context it is studied in number 
theory. 

We recall without proof the so-called fundamental theorem of arithmetic, 
which we shall use in studying certain examples. 

A number p G N, p ^ 1, is prime if it has no divisors in N except 1 and p. 

The fundamental theorem of arithmetic. Each natural number admits 
a representation as a product 

where p\,..., pk are prime numbers. This representation is unique except for 
the order of the factors. 
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Numbers m,n G Z are said to be relatively prime if they have no common 
divisors except 1 and — 1. 

It follows in particular from this theorem that if the product m • n of 
relatively prime numbers m and n is divisible by a prime p, then one of the 
two numbers is also divisible by p. 

b. The Rational Numbers 

Definition 4. Numbers of the form m • n - 1 , where ra, n G Z, are called 
rational 

We denote the set of rational numbers by Q. 
Thus, the ordered pair (ra,n) of integers defines the rational number 

q = m- n~l if n ^ 0. 
The number q = m • n - 1 can also be written as a quotient2 of m and n, 

that is, as a so-called rational fraction —. 
The rules you learned in school for operating with rational numbers in 

terms of their representation as fractions follow immediately from the defi­
nition of a rational number and the axioms for real numbers. In particular, 
"the value of a fraction is unchanged when both numerator and denominator 
are multiplied by the same non-zero integer", that is, the fractions ^ and 
^ represent the same rational number. In fact, since (nk)(k~1n~1) = 1, that 
is (n • A:)-1 = A:-1 • n - 1 , we have {mk){nk)~l = (mk)(k~1n~1) = m • n~1. 

Thus the different ordered pairs (m,n) and (mk,nk) define the same 
rational number. Consequently, after suitable reductions, any rational number 
can be presented as an ordered pair of relatively prime integers. 

On the other hand, if the pairs (rai,ni) and (ra2,ri2) define the same 
rational number, that is, mi • nj"1 = 7712 • n^1 , then m\n2 = rr^ni, and if, 
for example, mi and n\ are relatively prime, it follows from the corollary 
of the fundamental theorem of arithmetic mentioned above that 712 • n^ 1 = 
7712 • mj~l = k G Z. 

We have thus demonstrated that two ordered pairs (mi,ni) and (7712,77-2) 
define the same rational number if and only if they are proportional. That 
is, there exists an integer k G Z such that, for example, 7712 = fcrai and 
77,2 = kn\. 

c. The Irrational Numbers 

Definition 5. The real numbers that are not rational are called irrational 

The classical example of an irrational real number is y/2, that is, the 
number s G l such that s > 0 and s2 = 2. By the Pythagorean theorem, the 

2 The notation Q comes from the first letter of the English word quotient, which 
in turn comes from the Latin quota, meaning the unit part of something, and 
quot, meaning how many. 
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irrationality of y/2 is equivalent to the assertion that the diagonal and side 
of a square are incommensurable. 

Thus we begin by verifying that there exists a real number s G R whose 
square equals 2, and then that s fi Q. 

Proof. Let X and Y be the sets of positive real numbers such that \fx G 
X (x2 < 2), \fy G Y (2 < y2). Since 1 G X and 2 G F , it follows that X and 
y are nonempty sets. 

Further, since (x < y) <̂> (x2 < y2) for positive numbers x and y, every 
element of X is less than every element of Y. By the completeness axiom 
there exists s G M such that x < s < y for all x G X and all y G y . 

We shall show that s2 = 2. 
If s2 < 2, then, for example, the number s 4- ^jj-> which is larger than 

5, would have a square less than 2. Indeed, we know that 1 G I , so that 
l2 < s2 < 2, and 0 < A := 2 - s2 < 1. It follows that 

Consequently, (s + ^ ) G X, which is inconsistent with the inequality x < s 
for all x e X. 

If 2 < s2, then the number s — §-^-, which is smaller than s, would have 
a square larger than 2. Indeed, we know that 2 G Y, so that 2 < s2 < 22 or 
0 < A := 52 - 2 < 3 and 0 < f < 1. Hence, 

/ Z\\2
 2 o ^ / ^ \ 2 2 o A 2 * « 

{S-3S) =S - 2 - 3 i + y > - a " 3 - 3 ; = - a - ^ = 2 , 

and we have now contradicted the fact that 5 is a lower bound of Y. 
Thus the only remaining possibility is that s2 = 2. 
Let us show, finally, that s £ Q. Assume that s G Q and let ^ be an 

irreducible representation of s. Then m2 = 2 • n2, so that m2 is divisible by 2 
and therefore m also is divisible by 2. But, if m = 2k, then 2A:2 = n2 , and for 
the same reason, n must be divisible by 2. But this contradicts the assumed 
irreducibility of the fraction ^ . • 

We have worked hard just now to prove that there exist irrational num­
bers. We shall soon see that in a certain sense nearly all real numbers are 
irrational. It will be shown that the cardinality of the set of irrational num­
bers is larger than that of the set of rational numbers and that in fact the 
former equals the cardinality of the set of real numbers. 

Among the irrational numbers we make a further distinction between the 
so-called algebraic irrational numbers and the transcendental numbers. 

A real number is called algebraic if it is the root of an algebraic equation 

a0x
n H h an-ix + an = 0 

with rational (or equivalently, integer) cofficients. 
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Otherwise the number is called transcendental 
We shall see tha t the cardinality of the set of algebraic numbers is the 

same as tha t of the set of rational numbers, while the cardinality of the set 
of transcendental numbers is the same as tha t of the set of real numbers. 
For tha t reason the difficulties involved in exhibiting specific transcendental 
numbers - more precisely, proving tha t a given number is transcendental -
seem at first sight paradoxical and unnatural . 

For example, it was not proved until 1882 tha t the classical geometric 
number 7r is t ranscendental ,3 and one of the famous Hilbert4 problems was 
to prove the transcendence of the number a^, where a is algebraic, (a > 
0) A (a y£ 1) and (3 is an irrational algebraic number (for example, a = 2, 
P = V2). 

2.2 .3 T h e Pr inc ip le of A r c h i m e d e s 

We now turn to the principle of Archimedes,5 which is important in both its 
theoretical aspect and the application of numbers in measurement and com­
putat ions. We shall prove it using the completeness axiom (more precisely, 
the least-upper-bound principle, which is equivalent to the completeness ax­
iom). In other axiom systems for the real numbers this fundamental principle 
is frequently included in the list of axioms. 

We remark tha t the propositions tha t we have proved up to now about the 
natural numbers and the integers have made no use at all of the complete­
ness axiom. As will be seen below, the principle of Archimedes essentially 
reflects the properties of the natural numbers and integers connected with 
completeness. We begin with these properties. 

3 The number 7r equals the ratio of the circumference of a circle to its diameter 
in Euclidean geometry. That is the reason this number has been conventionally 
denoted since the eighteenth century, following Euler by 7r, which is the initial 
letter of the Greek word irspupipta - periphery (circumference). The transcen­
dence of 7r was proved by the German mathematician F. Lindemann (1852-1939). 
It follows in particular from the transcendence of 7r that it is impossible to con­
struct a line segment of length 7r with compass and straightedge (the problem 
of rectification of the circle), and also that the ancient problem of squaring the 
circle cannot be solved with compass and straightedge. 

4 D. Hilbert (1862-1943) - outstanding German mathematician who stated 23 
problems from different areas of mathematics at the 1900 International Congress 
of Mathematicians in Paris. These problems came to be known as the "Hilbert 
problems". The problem mentioned here (Hilbert's seventh problem) was given 
an affirmative answer in 1934 by the Soviet mathematician A. O. Gel'fond (1906-
1968) and the German mathematician T.Schneider (1911-1989). 

5 Archimedes (287-212 BCE) - brilliant Greek scholar, about whom Leibniz, one 
of the founders of analysis said, "When you study the works of Archimedes, you 
cease to be amazed by the achievements of modern mathematicians." 
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1°. Any nonempty subset of natural numbers that is bounded from above con­
tains a maximal element. 

Proof If E C N is the subset in question, then by the least-upper-bound 
lemma, 3!supi£ = s G R. By definition of the least upper bound there is 
a natural number n G E satisfying the condition s — 1 < n < s. But then, 
n = rnaxE, since a natural number that is larger than n must be at least 
n 4 - 1 , and n + l > s . • 

Corollaries 2°. The set of natural numbers is not bounded above. 

Proof. Otherwise there would exist a maximal natural number. But n < n-f-1. 
• 
3°. Any nonempty subset of the integers that is bounded from above contains 
a maximal element. 

Proof. The proof of 1° can be repeated verbatim, replacing N with Z. • 

4°. Any nonempty subset of integers that is bounded below contains a minimal 
element. 

Proof. One can, for example, repeat the proof of 1°, replacing N by Z and 
using the greatest-lower-bound principle instead of the least-upper-bound 
principle. 

Alternatively, one can pass to the negatives of the numbers ("change 
signs") and use what has been proved in 3°. • 

5°. The set of integers is unbounded above and unbounded below. 

Proof. This follows from 3° and 4°, or directly from 2°. • 

We can now state the principle of Archimedes. 

6°. (The p r i n c i p l e o f A r c h i m e d e s ) . For any fixed positive number h and 
any real number x there exists a unique integer k such that (k — l)h < x < kh. 

Proof. Since Z is not bounded above, the set {n G Z| | < n} is a nonempty 
subset of the integers that is bounded below. Then (see 4°) it contains a 
minimal element k, that is (k — 1) < x/h < k. Since h > 0, these inequalities 
are equivalent to those given in the statement of the principle of Archimedes. 
The uniqueness of k G Z satisfying these two inequalities follows from the 
uniqueness of the minimal element of a set of numbers (see Subsect. 2.1.3). 
• 

And now some corollaries: 

7°. For any positive number e there exists a natural number n such that 
0<±<e. 

n 
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Proof. By the principle of Archimedes there exists n G Z such that 1 < e • n. 
Since 0 < 1 and 0 < e, we have 0 < n. Thus n G N and 0 < £ < e. • 

8°. 7/ £Ae number x e R is such that 0 < x and x < ^ /or a// n G N, then 
x = 0. 

Proof. The relation 0 < x is impossible by virtue of 7°. • 

9°. For any numbers a, b G R sixc/i £Aa£ a < b there is a rational number 
r G Q sixc/i £/&a£ a < r < b. 

Proof. Taking account of 7°, we choose n G N such that 0 < ^ < 6—a. By the 
principle of Archimedes we can find a number m G Z such that 2 I ^ < a < ^ . 
Then ^ < 6, since otherwise we would have ^ ^ < a < b < ^ , from which 
it would follow that ± > b - a. Thus r = ^ G Q and a < ^ < 6. • 

10°. For any number x G R £/iere exists a unique integer k G Z sixc/i £/ia£ 
fc < x < fc + 1. 

Proof. This follows immediately from the principle of Archimedes. • 

The number k just mentioned is denoted [x] and is called the integer part 
of x. The quantity {x} := x — [x] is called the fractional part of x. Thus 
# = [#]-!- {#}, and {x} > 0. 

2.2.4 The Geometric Interpretation of the Set of Real Numbers 
and Computational Aspects of Operations with Real Numbers 

a. The Real Line In relation to real numbers we often use a descriptive 
geometric language connected with a fact that you know in general terms 
from school. By the axioms of geometry there is a one-to-one correspondence 
/ : L —> R between the points of a line L and the set R of real numbers. 
Moreover this correspondence is connected with the rigid motions of the line. 
To be specific, if T is a parallel translation of the line L along itself, there 
exists a number t G R (depending only on T) such that f(T(x)) = f(x) 4-1 
for each point x G L. 

The number f(x) corresponding to a point x G L is called the coordinate of 
x. In view of the one-to-one nature of the mapping / : L —> R, the coordinate 
of a point is often called simply a point. For example, instead of the phrase 
"let us take the point whose coordinate is 1" we say "let us take the point 1". 
Given the correspondence / : L —> R, we call the line L the coordinate axis 
or the number axis or the real line. Because / is bijective, the set R itself is 
also often called the real line and its points are called points of the real line. 

As noted above, the bijective mapping / : L —> R that defines coordinates 
on L has the property that under a parallel translation T the coordinates of 
the images of points of the line L differ from the coordinates of the points 
themselves by a number t G R, the same for every point. For this reason / 
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is determined completely by specifying the point that is to have coordinate 
0 and the point that is to have coordinate 1, or more briefly, by the point 0, 
called the origin, and the point 1. The closed interval determined by these 
points is called the unit interval The direction determined by the ray with 
origin at 0 containing 1 is called the positive direction and a motion in that 
direction (from 0 to 1) is called a motion from left to right. In accordance 
with this convention, 1 lies to the right of 0 and 0 to the left of 1. 

Under a parallel translation T that moves the origin xo to the point 
x\ = T(XQ) with coordinate 1, the coordinates of the images of all points are 
one unit larger than those of their pre-images, and therefore we locate the 
point X2 = T(xi) with coordinate 2, the point £3 = T(x2) with coordinate 
3 , . . . , and the point xn+i = T(xn) with coordinate n-f-1, as well as the point 
X-i = T~1(xo) with coordinate — 1 , . . . , the point X-n-\ = T~1(x-n) with 
coordinate — n — 1. In this way we obtain all points with integer coordinates 
raeZ. 

Knowing how to double, triple,... the unit interval, we can use Thales' 
theorem to partition this interval into n congruent subintervals. By taking 
the subinterval having an endpoint at the origin, we find that the coordinate 
of its other end, which we denote by x, satisfies the equation n • x = 1, that 
is, x = K Prom this we find all points with rational coordinates ^ GQ. 

But there still remain points of L, since we know there are intervals in­
commensurable with the unit interval. Each such point, like every other point 
of the line, divides the line into two rays, on each of which there are points 
with integer or rational coordinates. (This is a consequence of the original 
geometric principle of Archimedes.) Thus a point produces a partition, or, as 
it is called, a cut of Q into two nonempty sets X and Y corresponding to the 
rational points (points with rational coordinates) on the left-hand and right-
hand rays. By the axiom of completeness, there is a number c that separates 
X and y , that is, x < c < y for all x G X and all y eY. Since X U Y = Q, it 
follows that sup X = s = i = inf Y. For otherwise, s < i and there would be a 
rational number between s and i lying neither in X nor in Y. Thus s = i = c. 
This uniquely determined number c is assigned to the corresponding point of 
the line. 

The assignment of coordinates to points of the line just described provides 
a visualizable model for both the order relation in R (hence the term "linear 
ordering") and for the axiom of completeness or continuity in R, which in 
geometric language means that there are no "holes" in the line L, which would 
separate it into two pieces having no points in common. (Such a separation 
could only come about by use of some point of the line L.) 

We shall not go into further detail about the construction of the mapping 
/ : L —> R, since we shall invoke the geometric interpretation of the set of 
real numbers only for the sake of visualizability and perhaps to bring into 
play the reader's very useful geometric intuition. As for the formal proofs, 
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just as before, they will rely either on the collection of facts we have obtained 
from the axioms for the real numbers or directly on the axioms themselves. 

Geometric language, however, will be used constantly. 
We now introduce the following notation and terminology for the number 

sets listed below: 
]a, b[:= {x G R| a < x < b} is the open interval ab\ 
[a, 6] := {x G R| a < x < b} is the closed interval ab\ 
]a,b] := {x G R| a < x < b} is the half-open interval ab containing 6; 
[a, b[:= {x G R| a < x < b} is the half-open interval ab containing a. 

Definition 6. Open, closed, and half-open intervals are called numerical in­
tervals or simply intervals. The numbers determining an interval are called 
its endpoints. 

The quantity b — a is called the length of the interval ab. If / is an interval, 
we shall denote its length by \I\. (The origin of this notation will soon become 
clear.) 

The sets 

]a, -t-oo[:= {x G R| a < x}, ] - oo, b[:= {x G R| x < b} 
[a, +oo[:= {x G R| a < x}, ] - oo, b] := {x G R| x < b} 

and ] — oo, 4-oo[:= R are conventionally called unbounded intervals or infinite 
intervals. 

In accordance with this use of the symbols 4-oo (read "plus infinity") 
and — oo (read "minus infinity") it is customary to denote the fact that the 
numerical set X is not bounded above (resp. below), by writing supX = -f-oo 
(infX = -oo) . 

Definition 7. An open interval containing the point x G R will be called a 
neighborhood of this point. 

In particular, when S > 0, the open interval ]x — 6,x -\- 6[ is called the 
5-neighborhood of x. Its length is 25. 

The distance between points x, y G R is measured by the length of the 
interval having them as endpoints. 

So as not to have to investigate which of the points is "left" and which is 
"right", that is, whether x < y or y < x and whether the length is y — x or 
x — y, we can use the useful function 

{ x when x > 0 , 
0 when x = 0 , 

—x when x < 0 , 

which is called the modulus or absolute value of the number. 

Definition 8. The distance between x, y G R is the quantity \x — y\. 
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The distance is nonnegative and equals zero only when the points x and 
y are the same. The distance from x to y is the same as the distance from y 
to x, since \x — y\ = \y — x\. Finally, if z G M, then \x — y\ < \x — z\-\-\z — y\. 
That is, the so-called triangle inequality holds. 

The triangle inequality follows from a property of the absolute value that 
is also called the triangle inequality (since it can be obtained from the pre­
ceding triangle inequality by setting z = 0 and replacing y by — y). To be 
specific, the inequality 

\x + y\< \x\ + \y\ 

holds for any numbers x and y, and equality holds only when the numbers x 
and y are both negative or both positive. 

Proof. If 0 < x and 0 < y, then 0 < x 4- y, \x 4- y\ = x 4- y, \x\ = x, and 
|y| = y, so that equality holds in this case. 

If x < 0 and y < 0, then x + y < 0, |x + 2/| = —{x + y) = —x — y, \x\ = —x, 
\y\ = —y, and again we have equality. 

Now suppose one of the numbers is negative and the other positive, for 
example, x < 0 < y. Then either x<x + y<0or0<x + y<y. In the first 
case \x 4- y\ < \x\, and in the second case \x 4- y\ < \y\, so that in both cases 
|a;4-2/| < M + M- ° 

Using the principle of induction, one can verify that 

\xi-\ \-xn\ < \xi\ H h \xn\ , 

and equality holds if and only if the numbers all nonnegative 
or all nonpositive. 

The number g^ is often called the midpoint or center of the interval with 
endpoints a and 6, since it is equidistant from the endpoints of the interval. 

In particular, a point x G l i s the center of its S-neighborhood ]x — 5, x+5[ 
and all points of the ^-neighborhood lie at a distance from x less than S. 

b. Defining a Number by Successive Approximations In measuring a 
real physical quantity, we obtain a number that, as a rule, changes when the 
measurement is repeated, especially if one changes either the method of mak­
ing the measurement or the instrument used. Thus the result of measurement 
is usually an approximate value of the quantity being sought. The quality or 
precision of a measurement is characterized, for example, by the magnitude 
of the possible discrepancy between the true value of the quantity and the 
value obtained for it by measurement. When this is done, it may happen 
that we can never exhibit the exact value of the quantity (if it exists theo­
retically). Taking a more constructive position, however, we may (or should) 
consider that we know the desired quantity completely if we can measure it 
with any preassigned precision. Taking this position is tantamount to identi-
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fying the number with a sequence6 of more and more precise approximations 
by numbers obtained from measurement. But every measurement is a finite 
set of comparisons with some standard or with a part of the standard com­
mensurable with it, so that the result of the measurement will necessarily be 
expressed in terms of natural numbers, integers, or, more generally, rational 
numbers. Hence theoretically the whole set of real numbers can be described 
in terms of sequences of rational numbers by constructing, after due analysis, 
a mathematical copy or, better expressed, a model of what people do with 
numbers who have no notion of their axiomatic description. The latter add 
and multiply the approximate values rather than the values being measured, 
which are unknown to them. (To be sure, they do not always know how to 
say what relation the result of these operations has to the result that would 
be obtained if the computations were carried out with the exact values. We 
shall discuss this question below.) 

Having identified a number with a sequence of approximations to it, we 
should then, for example, add the sequences of approximate values when we 
wish to add two numbers. The new sequence thus obtained must be regarded 
as a new number, called the sum of the first two. But is it a number? The sub­
tlety of the question resides in the fact that not every randomly constructed 
sequence is the sequence of arbitrarily precise approximations to some quan­
tity. That is, one still has to learn how to determine from the sequence itself 
whether it represents some number or not. Another question that arises in 
the attempt to make a mathematical copy of operations with approximate 
numbers is that different sequences may be approximating sequences for the 
same quantity. The relation between sequences of approximations denning 
a number and the numbers themselves is approximately the same as that 
between a point on a map and an arrow on the map indicating the point. 
The arrow determines the point, but the point determines only the tip of the 
arrow, and does not exclude the use of a different arrow that may happen to 
be more convenient. 

A precise description of these problems was given by Cauchy,7 who carried 
out the entire program of constructing a model of the real numbers, which we 
have only sketched. One may hope that after you study the theory of limits 
you will be able to repeat these constructions independently of Cauchy. 

What has been said up to now, of course, makes no claim to mathematical 
rigor. The purpose of this informal digression has been to direct the reader's 
attention to the theoretical possibility that more than one natural model of 
the real numbers may exist. I have also tried to give a picture of the relation 

6 If n is the number of the measurement and xn the result of that measurement, 
the correspondence n h-» xn is simply a function / : N —> E of a natural-number 
argument, that is, by definition a sequence (in this case a sequence of numbers). 
Section 3.1 is devoted to a detailed study of numerical sequences. 

7 A. Cauchy (1789-1857) - French mathematician, one of the most active creators 
of the language of mathematics and the machinery of classical analysis. 
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of numbers to the world around us and to clarify the fundamental role of 
natural and rational numbers. Finally, I wished to show that approximate 
computations are both natural and necessary. 

The next part of the present section is devoted to simple but important 
estimates of the errors that arise in arithmetic operations on approximate 
quantities. These estimates will be used below and are of independent interest. 

We now give precise statements. 

Definition 9. If x is the exact value of a quantity and x a known approxi­
mation to the quantity, the numbers 

A(x) := \x — x\ 

and 

\x\ 

are called respectively the absolute and relative error of approximation by x. 
The relative error is not defined when x — 0. 

Since the value x is unknown, the values of A{x) and S(x) are also un­
known. However, one usually knows some upper bounds A(x) < A and 
S(x) < S for these quantities. In this case we say that the absolute or relative 
error does not exceed A or S respectively. In practice we need to deal only 
with estimates for the errors, so that the quantities A and S themselves are 
often called the absolute and relative errors. But we shall not do this. 

The notation x = x ± A means that x — A<x<x + A. 
For example, 

gravitational constant G = (6.672598 ± 0.00085) • 10_11N • m2/kg2 , 
speed of light in vacuo c — 299792458 m/s (exactly), 
Planck's constant h = (6.6260755 ± 0.0000040) • 10"34J • s, 
charge of an electron e = (1.60217733 ± 0.00000049) • 10"19Coul, 
rest mass of an electron me = (9.1093897 ± 0.0000054) • 10 - 3 1 kg. 

The main indicator of the precision of a measurement is the relative error 
in approximation, usually expressed as a percent. 

Thus in the examples just given the relative errors are at most (in order): 

13•10"5 ; 0 ; 6•10" 7 ; 31•10"8 ; 6•10" 7 

or, as percents of the measured values, 

13 • 10"3% ; 0% ; 6 • 10"5% ; 31 • 10"6% ; 6 • 10"5% . 

We now estimate the errors that arise in arithmetic operations with ap­
proximate quantities. 
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Proposition. If 

\x-x\ = A(x) , \y-y\ = A{y) , 

then 

A(x + y) := \(x + y)-(x + y)\ < A(x) + A(y) , 

A(x • y) := \x • y - x • y\ < \x\A(y) + \y\A(x) + A(x) • A(y) 

(2.1) 

(2.2) 

if in addition, 

then 

y^0, y^O and 5(y) = ^ - < 1 
\y\ 

X X 

y y 
< 

\x\A(y) + \y\A(x) 

y2 -mm (2.3) 

Proof. Let x = x + a and y = y + (3. Then 

A(x + y) = \(x + y) - (x + y)\ = \a + /?| < \a\ + |/?| = A(x) + A(y) 

A(x -y) = \xy-x-y\ = \(x + a)(y + /?) - x • y\ = 

= \x/3 + £a + a/3\ < \x\ \0\ + \y\ \a\ + \a0\ = 

= \x\A(y) + \y\A(x) + 4(5) • 4(y) 
X X 

y y 
a?y - z/^ 1 

yy 1 
(x + a)y - (y + /?)£ 

ST 2 

1 

i + /J/y 
|g|^(p) + |y|4(s) 

y2 

< 
|5| |/?| + |y| \a\ 

l-S(y) 

l - «(w) ' • 

These estimates for the absolute errors imply the following estimates for 
the relative errors: 

S(x + y)< 
A(x) + A(y) 

\x + y\ 

5{x • y) < 8(x) + 8(y) + 8{y) • S(y) , 

+ S(y) fx\8(x)_ 

m 

(2.1') 

(2.2') 

(2.3') 

In practice, when working with sufficiently good approximations, we have 
A(x) • A(y) & 0, 5(x) • 5(y) & 0, and 1 — S(y) & 1, so that one can use the 
following simplified and useful, but formally incorrect, versions of formulas 
(2.2), (2.3), (2.2'), and (2.3'): 
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A(x-y) < \x\A(y) + \y\A(x), 

A (x\ < \x\A{y)+yA{x) 

\y) ~ y2 

S(x • y) < S(x) + S(y) , 

< * ( | ) <S(x) + S(y). 

Formulas (2.3) and (2.3') show that it is necessary to avoid dividing by a 
number that is near zero and also to avoid using rather crude approximations 
in which y or 1 — S(y) is small in absolute value. 

Formula (2.1') warns against adding approximate quantities if they are 
close to each other in absolute value but opposite in sign, since then \x 4- y\ 
is close to zero. 

In all these cases, the errors may increase sharply. 
For example, suppose your height has been measured twice by some de­

vice, and the precision of the measurement is ±0.5 cm. Suppose a sheet of 
paper was placed under your feet before the second measurement. It may 
nevertheless happen that the results of the measurement are as follows: 
jffi = (200 ± 0.5) cm and H2 = (199.8 ± 0.5) cm respectively. 

It does not make sense to try to find the thickness of the paper in the 
form of the difference H2 — Hi, from which it would follow only that the 
thickness of the paper is not larger than 0.8 cm. That would of course be a 
crude reflection (if indeed one could even call it a "reflection") of the true 
situation. 

However, it is worthwhile to consider another more hopeful computational 
effect through which comparatively precise measurements can be carried out 
with crude devices. For example, if the device just used for measuring your 
height was used to measure the thickness of 1000 sheets of the same paper, 
and the result was (20 ± 0.5) cm, then the thickness of one sheet of paper 
is (0.02 ± 0.0005) cm, which is (0.2 ± 0.005) mm, as follows from formula 
(2.1). 

That is, with an absolute error not larger than 0.005 mm, the thickness of 
one sheet is 0.2 mm. The relative error in this measurement is at most 0.025 
or 2.5%. 

This idea can be developed and has been proposed, for example, as a way 
of detecting a weak periodic signal amid the larger random static usually 
called white noise. 

c. The Positional Computation System It was stated above that every 
real number can be presented as a sequence of rational approximations. We 
now recall a method, which is important when it comes to computation, for 
constructing in a uniform way a sequence of such rational approximations 
for every real number. This method leads to the positional computation sys­
tem. 
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Lemma. If a number q > 1 is fixed, then for every positive number x E R 
there exists a unique integer k G Z such that 

qk~l < x < qk . 

Proof. We first verify that the set of numbers of the form qk, k G N, is 
not bounded above. If it were, it would have a least upper bound s, and by 
definition of the least upper bound, there would be a natural number m G N 
such that | < q171 < s. But then s < gm + 1 , so that s could not be an upper 
bound of the set. 

Since 1 < q, it follows that q171 < qn when m < n for all ra, n G Z. Hence 
we have also shown that for every real number c G R there exists a natural 
number i V e N such that c < qn for all n> N. 

It follows that for any e > 0 there exists M G N such that - ^ < e for all 
natural numbers m > M. 

Indeed, it suffices to set c = ^ and N = M; then ^ < q171 when m> M. 
Thus the set of integers m G Z satisfying the inequality x < q171 for x > 0 

is bounded below. It therefore has a minimal element A:, which obviously will 
be the one we are seeking, since, for this integer, qk~l < x < qk. 

The uniqueness of such an integer k follows from the fact that if m, n G Z 
and, for example, m < n, then m < n — 1. Hence if q > 1, then q171 < qn~l. 

Indeed, it can be seen from this remark that the inequalities q171-1 < x < q171 

and g n _ 1 < x < qn, which imply qn~l < x < q171, are incompatible if m ^ n. 
• 

We shall use this lemma in the following construction. Fix q > 1 and take 
an arbitrary positive number x G R. By the lemma we find a unique number 
p G Z such that 

qp < x < gP+1 . (2.4) 

Definition 10. The number p satisfying (2.4) is called the order of x in the 
base q or (when q is fixed) simply the order of x. 

By the principle of Archimedes, we find a unique natural number Q P G N 

such that 
apq

p <x< apq
p + qp . (2.5) 

Taking (2.4) into account, one can assert that ap G {1 , . . . ,# — 1}. 
All of the subsequent steps in our construction will repeat the step we are 

about to take, starting from relation (2.5). 
It follows from relation (2.5) and the principle of Archimedes that there 

exists a unique number ap-i G { 0 , 1 , . . . , q — 1} such that 

apq
p + ap_iq

p-1 <x< apq
p + ap^qp~l + qp~l . (2.6) 

If we have made n such steps, obtaining the relation 

apq
p + ap-iq

p~l + • • • + ap-nq
p-n < 

<x< apq
p + ap-iq

p~l + • • • + ap.nq
p~n + qp~n, 
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then by the principle of Archimedes there exists a unique number a p_ n_i G 
{ 0 , 1 , . . . , q — 1} such that 

apqP + • • • + Oiv-n(l
v~n + a p _ n _ i ^ " r i - 1 < 

x < apqP + • • • + a p _ n ^ " n + o p _ n _ 1 gP- n " 1 + qP-"-1. 

Thus we have exhibited an algorithm by means of which a sequence of 
numbers ap, a p _ i , . . . , a p _ n , . . . from the set { 0 , 1 , . . . , q — 1} is placed in cor­
respondence with the positive number x. Less formally, we have constructed 
a sequence of rational numbers of the special form 

rn = apq
p + • • • + ap.nq

p~n , (2.7) 

and such that 

rn < x < rn + —— . (2.8) 
q l p 

In other words, we construct better and better appproximations from 
below and from above to the number x using the special sequence (2.7). The 
symbol ap . . . ap-n . . . is a code for the entire sequence {rn}. To recover the 
sequence {rn} from this symbol it is necessary to indicate the value of p, the 
order of x. 

For p > 0 it is customary to place a period or comma after ao; for p < 0, 
the convention is to place \p\ zeros left of ap and a period or comma right of 
the leftmost zero (we recall that ap ^ 0). 

For example, when q = 10, 

123.45 := 1 • 102 + 2 • 101 + 3 • 10° + 4 • 10 - 1 + 5 • 1(T2 , 

0.00123 := 1 • 10"3 + 2 • 10"4 + 3 • 10"5 ; 

and when q = 2, 
1000.001 := 1 • 23 + 1 • 2 - 3 . 

Thus the value of a digit in the symbol ap . . . ap-n . . . depends on the position 
it occupies relative to the period or comma. 

With this convention, the symbol ap . . . ao makes it possible to recover 
the whole sequence of approximations. 

It can be seen by inequalities (2.8) (verify this!) that different sequences 
{rn} and {r'n}, and therefore different symbols ap ... a0 and a'p...a'0 , 
correspond to different numbers x and x'. 

We now answer the question whether some real number x G l corresponds 
to every symbol ap . . . ao The answer turns out to be negative. 

We remark that by virtue of the algorithm just described for obtaining 
the numbers ap-n G { 0 , 1 , . . . , q — 1} successively, it cannot happen that all 
these numbers from some point on are equal to q — 1. 

Indeed, if 

rn = apqP + ••• ap-kq^k + (q - l ) ^ " * " 1 + ••• + (<?- l)qp~n 
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for all n > k, that is, 
rn = rk + ^ - ^ , (2.9) 

then by (2.8) we have 

rk + "TZ^ - T 3 : ^ * < rfe + 

Then for any n > k 
1 1 

0 < rk + " rz^ - a; < 

which, as we know from 8° above, is impossible. 
It is also useful to note that if at least one of the numbers 

ap-k-i,..., otp-n is less than q — 1, then instead of (2.9) we can write 

rn 

rn 

,<rk + 

1 
qn~P 

1 
qk-p 

<rk + 

1 
qn-p 

1 
qk~P ' 

or, what is the same 
1 1 

(2.10) 

We can now prove that any symbol an . . . ao composed of the numbers 
ctk G { 0 , 1 , . . . , q — 1}, and in which there are numbers different from q — 1 
with arbitrarily large indices, corresponds to some number x > 0. 

Indeed, from the symbol ap . . . ap-n . . . let us construct the sequence {rn} 
of the form (2.7). By virtue of the relations ro < r\ < rn < • • •, taking account 
of (2.9) and (2.10), we have 

r o < r 1 < . . . < . - . < . . . < r n + ^ - < . . . < r 1 + ^ - < r 0 + ^ - (2.11) 
qn

 P ql
 P q P 

The strict inequalities in this last relation should be understood as follows: 
every element of the left-hand sequence is less than every element of the right-
hand sequence. This follows from (2.10). 

If we now take x = supr n ( = inf (rn 4- q~(n~p^)), then the sequence 
neN neN 

{rn} will satisfy conditions (2.7) and (2.8), that is, the symbol ap . . . ap-n . . . 
corresponds to the number x G R. 

Thus, we have established a one-to-one correspondence between the pos­
itive numbers x G R and symbols of the form ap . . . ao > • • • if p > 0 or 
0 , 0 . . . 0 ap . . . if p < 0. The symbol assigned to x is called the q-ary rep-
\p\ zeros 

resentation of x\ the numbers that occur in the symbol are called its digits, 
and the position of a digit relative to the period is called its rank. 

We agree to assign to a number x < 0 the symbol for the positive number 
—x, prefixed by a negative sign. Finally, we assign the symbol 0.0. . . 0 . . . to 
the number 0. 
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In this way we have constructed the positional q-ary system of writing 
real numbers. 

The most useful systems are the decimal system (in common use) and for 
technical reasons the binary system (in electronic computers). Less common, 
but also used in some parts of computer engineering are the ternary and octal 
systems. 

Formulas (2.7) and (2.8) show that if only a finite number of digits 
are retained in the #-ary expression of x (or, if we wish, we may say that 
the others are replaced with zeros), then the absolute error of the result­
ing approximation (2.7) for x does not exceed one unit in the last rank re­
tained. 

This observation makes it possible to use the formulas obtained in Para­
graph b to estimate the errors that arise when doing arithmetic operations 
on numbers as a result of replacing the exact numbers by the corresponding 
approximate values of the form (2.7). 

This last remark also has a certain theoretical value. To be specific, if 
we identify a real number x with its #-ary expression, as was suggested in 
Paragraph b, once we have learned to perform arithmetic operations di­
rectly on the #-ary symbols, we will have constructed a new model of the 
real numbers, seemingly of greater value from the computational point of 
view. 

The main problems that need to be solved in this direction are the fol­
lowing: 

To two #-ary symbols it is necessary to assign a new symbol representing 
their sum. It will of course be constructed one step at a time. To be specific, 
by adding more and more precise rational approximations of the original 
numbers, we shall obtain rational approximations corresponding to their sum. 
Using the remark made above, one can show that as the precision of the 
approximations of the terms increases, we shall obtain more and more #-ary 
digits of the sum, which will then not vary under subsequent improvements 
in the approximation. 

This same problem needs to be solved with respect to multiplication. 
Another, less constructive, route for passing from rational numbers to all 

real numbers is due to Dedekind. 
Dedekind identifies a real number with a cut in the set Q of rational 

numbers, that is, a partition of Q into two disjoint sets A and B such that 
a < b for all a G A and all b G B. Under this approach to real numbers 
our axiom of completeness (continuity) becomes a well-known theorem of 
Dedekind. For that reason the axiom of completeness in the form we have 
given it is sometimes called Dedekind's axiom. 

To summarize, in the present section we have exhibited the most impor­
tant classes of numbers. We have shown the fundamental role played by the 
natural and rational numbers. It has been shown how the basic properties of 
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these numbers follow from the axiom system8 we have adopted. We have given 
a picture of various models of the set of real numbers. We have discussed the 
computational aspects of the theory of real numbers: estimates of the errors 
arising during arithmetical operations with approximate magnitudes, and the 
#-ary positional computat ion system. 

2.2.5 P r o b l e m s a n d Exerc i se s 

1. Using the principle of induction, show that 

a) the sum x\-\ \-xn of real numbers is defined independently of the insertion 

of parentheses to specify the order of addition; 

b) the same is true of the product X\ • ' • XnI 

c) \xi H + xn\ < \x\\ H h |a? n | ; 

d ) \Xi '"Xn\ = \xi\ • • • |a? n | ; 

e) n ra , n eN) A(m <n)) => ((n - m) e N\; 

f) (1 + x)n > 1 + nx for x > — 1 and n £ N, equality holding only when n = 1 
or x = 0 (Bernoulli's inequality); 

g) (a + b)n = an + %an-lb+?+^ (Newton's 
binomial formula); 

2. a) Verify that Z and Q are inductive sets. 

b) Give examples of inductive sets different from N, Z, Q, and R. 

3. Show that an inductive set is not bounded above. 

4. a) An inductive set is infinite (that is, equipollent with one of its subsets different 
from itself). 

b) The set En = {% € N| x < n} is finite. (We denote card En by n.) 

5. (The Euclidean algorithm) Let ra, n £ N and m > n. Their greatest common 
divisor (gcd (ra, n) = d £ N) can be found in a finite number of steps using the 
following algorithm of Euclid involving successive divisions with remainder. 

m = qin + ri (n < n) , 
n = qir\ + r2 (r2 < n ) , 

.. .r.\ .=. ??T2 f J'3 (r3 < r 2 ) ' 
rk-i = qk+irk + 0 . 

Then d = rk. 

b) If d = gcd (m, n), one can choose numbers p,q £ Z such that pm + qn = d; 
in particular, if m and n are relatively prime, then pm + qn = 1. 

8 It was stated by Hilbert in almost the form given above at the turn of the twen­
tieth century. See for example Hilbert, D. Foundations of Geometry, Chap. Ill, 
§ 13. (Translated from the second edition of Grundlagen der Geometrie, La Salle, 
Illinois: Open Court Press, 1971. This section was based on Hilbert's article 
"Uber den Zahlbegriff" in Jahresbericht der deutschen Mathematikervereinigung 
8 (1900).). 
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6. Try to give your own proof of the fundamental theorem of arithmetic (Paragraph 
a in Subsect. 2.2.2). 

7. If the product m • n of natural numbers is divisible by a prime p, that is, 
m • n = p • /c, where k G N, then either m or n is divisible by p. 

8. It follows from the fundamental theorem of arithmetic that the set of prime 
numbers is infinite. 

9. Show that if the natural number n is not of the form /cm, where fc,mEN, then 
the equation x™ = n has no rational roots. 

10. Show that the expression of a rational number in any #-ary computation system 
is periodic, that is, starting from some rank it consists of periodically repeating 
groups of digits. 

11 . Let us call an irrational number a G R well approximated by rational numbers 
if for any natural numbers n, N G N there exists a rational number | such that 

l a - E\ < -1— 

a) Construct an example of a well-approximated irrational number. 

b) Prove that a well-approximated irrational number cannot be algebraic, that 
is, it is transcendental (Liouville's theorem).9 

12. Knowing that ^ := m- n _ 1 by definition, where m G Z and n G N, derive the 
"rules" for addition, multiplication, and division of fractions, and also the condition 
for two fractions to be equal. 

13. Verify that the rational numbers Q satisfy all the axioms for real numbers 
except the axiom of completeness. 

14. Adopting the geometric model of the set of real numbers (the real line), show 
how to construct the numbers a + 6, a — 6, a&, and | in this model. 

15. a) Illustrate the axiom of completeness on the real line. 

b) Prove that the least-upper-bound principle is equivalent to the axiom of 
completeness. 

16. a J I f A c B c l , then sup A < sup B and inf A > inf B. 

b) Let R D X / 0 and R D Y / 0 . If x < y for all x G X and all y G Y, then 
X is bounded above, Y is bounded below, and supX < inf Y. 

c) If the sets X, Y in b) are such that l u y = l , then supX = inf Y. 

d) If X and Y are the sets defined in c), then either X has a maximal element 
or Y has a minimal element. (Dedekind's theorem.) 

e) (Continuation.) Show that Dedekind's theorem is equivalent to the axiom of 
completeness. 

J. Liouville (1809-1882) - French mathematician, who wrote on complex analysis, 
geometry, differential equations, number theory, and mechanics. 
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17. Let A + B be the set of numbers of the form a + b and A • B the set of numbers 
of the form a • b, where a £ A CR and b G B C R. Determine whether it is always 
true that 

a) sup(A + B) = sup A + sup B, 

b) sup(A • B) = sup A • sup B. 

18. Let —A be the set of numbers of the form —a, where o G A C R. Show that 
sup(-A) = - i n f A. 

19. a) Show that for n G N and a > 0 the equation xn = a has a positive root 
(denoted tfa or a 1 / n ) . 

b) Verify that for a > 0, b > 0, and n, m G N 

^ = ^ . ^ and ^fcL=n-^. 

c) ( a - ) m = ( a m ) i =: a m / n and a 1 / n • a 1 / m = a 1 / n + 1 / m . 

d) ( a m / n ) _ 1 = [ar1)rnfn =: a " m / n . 

e) Show that for all n , r2 G Q 

a r i • a r2 = a r i + r 2 and ( a r i ) r 2 = a r i r 2 . 

20. a) Show that the inclusion relation is a partial ordering relation on sets (but 
not a linear ordering!). 

b) Let A, B, and C be sets such that AcC,B CC, A\B / 0 , and B\A / 0 . 
We introduce a partial ordering into this triple of sets as in a). Exhibit the maximal 
and minimal elements of the set {A,B,C}. (Pay attention to the non-uniqueness!) 

2 1 . a) Show that, just like the set Q of rational numbers, the set Q(y/n) of numbers 
of the form a + by/n, where a, b G Q and n is a fixed natural number that is not the 
square of any integer, is an ordered set satisfying the principle of Archimedes but 
not the axiom of completeness. 

b) Determine which axioms for the real numbers do not hold for Q(y/n) if the 
standard arithmetic operations are retained in Q(y/n) but order is defined by the 

rule (a + b^E < a' + b'y/n) := ((b < b') V ({b = b') A (a < a ' ) ) ) . Will Q(y/n) now 

satisfy the principle of Archimedes? 

c) Order the set F[x] of polynomials with rational or real coefficients by speci­
fying that 

Pm{x) = ao + a\x H h o m x m ^ 0, if am > 0 . 

d) Show that the set Q(x) of rational fractions 

a0 + a\x H h a m x m 

b0 + bix-\ \-bnx
n 

with coefficients in Q or R becomes an ordered field, but not an Archimedean 
ordered field, when the order relation Rm,n >- 0 is defined to mean a m 6 n > 0 
and the usual arithmetic operations are introduced. This means that the principle 
of Archimedes cannot be deduced from the other axioms for R without using the 
axiom of completeness. 
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22. Let n G N and n > 1. In the set En = { 0 , 1 , . . . , n — 1} we define the sum and 
product of two elements as the remainders when the usual sum and product in R 
are divided by n. With these operations defined on it, the set En is denoted Z n . 

a) Show that if n is not a prime number, then there are nonzero numbers ra, k 
in Z n such that m- k = 0. (Such numbers are called zero divisors.) This means that 
in Z n the equation a • b = c • b does not imply that a = c, even when b ^ 0. 

b) Show that if p is prime, then there are no zero divisors in Zp and Zp is a 
field. 

c) Show that, no matter what the prime p, Zp cannot be ordered in a way 
consistent with the arithmetic operations on it. 

23. Show that if R and R' are two models of the set of real numbers and / : R -+ R' 
is a mapping such that f(x + y) = f(x) + f(y) and f(x>y) = f(x)- f(y) for any 
x , j / 6 i , then 

a) /(0) = 0'; 

b) / ( l ) = V if f(x) ^ 0 ' , which we shall henceforth assume; 

c) f(m) = m' where m G Z and m' G Z ;, and the mapping / : Z —)• Z ; is 
injective and preserves the order. 

d) ffaf) = *£, where ra,n G Z, n + 0, ra',n' G Z', n ' / 0', / (m) = ra', 

/ (n ) = n'. Thus / : Q —>> Q' is a bijection that preserves order. 

e) / : R —>> M; is a bijective mapping that preserves order. 

24. On the basis of the preceding exercise and the axiom of completeness, show 
that the axiom system for the set of real numbers determines it completely up to an 
isomorphism (method of realizing it), that is, if R and R' are two sets satisfying these 
axioms, then there exists a one-to-one correspondence / : R —)• R' that preserves the 
arithmetic operations and the order: f(x + y) = f{x) + / (y) , f(x • y) = f(x) • / (y ) , 
a n d ( x < y ) ^ ( / ( x ) < / ( j / ) ) . 

25. A number x is represented on a computer as 

n = l H 

k 

where p is the order of x and M = ^T, ^ is the mantissa of the number x 
( i < M < l ) . 

Now a computer works only with a certain range of numbers: for q = 2 usually 
\p\ ^ 64, and /c = 35. Evalute this range in the decimal system. 

26. a) Write out the (6 x 6) multiplication table for multiplication in base 6. 

b) Using the result of a), multiply "columnwise" in the base-6 system 

(532)6 

X (145)6 

and check your work by repeating the computation in the decimal system. 
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c) Perform the "long" division 

(1301)6 1(25)6 

and check your work by repeating the computation in the decimal system. 

d) Perform the "columnwise" addition 

(4052)6 
+ 

(3125)6 

27. Write (100)io in the binary and ternary systems. 

28. a) Show that along with the unique representation of an integer as 

(anan-\.. .0:0)3 , 

where on G {0,1,2}, it can also be written as 

(PnPn-i. • • Poh , 

where pe {-1,0,1}. 

b) What is the largest number of coins from which one can detect a counterfeit 
in three weighings with a pan balance, if it is known in advance only that the 
counterfeit coin differs in weight from the other coins? 

29. What is the smallest number of questions to be answered "yes" or "no" that 
one must pose in order to be sure of determining a 7-digit telephone number? 

30. a) How many different numbers can one define using 20 decimal digits (for 
example, two ranks with 10 possible digits in each)? Answer the same question for 
the binary system. Which system does a comparison of the results favor in terms 
of efficiency? 

b) Evaluate the number of different numbers one can write, having at one's 
disposal n digits of a q-aiy system. ( A n s w e r : qn^q.) 

c) Draw the graph of the function f(x) = xn^x over the set of natural-number 
values of the argument and compare the efficiency of the different systems of com­
putation. 

2.3 Basic Lemmas Connected with the Completeness 
of the Real Numbers 

In this section we shall establish some simple useful principles, each of which 
could have been used as the axiom of completeness in our construction of the 
real numbers.1 0 

We have called these principles basic lemmas in view of their extensive 
application in the proofs of a wide variety of theorems in analysis. 

See Problem 4 at the end of this section. 
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2.3.1 The Nested Interval Lemma (Cauchy-Cantor Principle) 

Definition 1. A function / : N —> X of a natural-number argument is called 
a sequence or, more fully, a sequence of elements of X. 

The value / (n) of the function / corresponding to the number n G N is 
often denoted xn and called the nth term of the sequence. 

Definition 2. Let X\, X2,..., Xn,... be a sequence of sets. If X\ D X2 D 
• - D Xn D -", that is Xn D X n + i for all n G N, we say the sequence is 
nested. 

Lemma. (Cauchy-Cantor). For any nested sequence Ji D J2 D • • • D Jn D • • • 
of closed intervals, there exists a point c G M belonging to all of these intervals. 

If in addition it is known that for any e > 0 there is an interval Ik 
whose length \Ik\ is less than e, then c is the unique point common to all the 
intervals. 

Proof. We begin by remarking that for any two closed intervals Im = [am, bm] 
and In = [an,bn] of the sequence we have am < bn. For otherwise we would 
have an < 6n < am < 6m, that is, the intervals Im and In would be mutually 
disjoint, while one of them (the one with the larger index) is contained in the 
other. 

Thus the numerical sets A = {am\ m G N} and B = {bn\ n G N} satisfy 
the hypotheses of the axiom of completeness, by virtue of which there is a 
number c G R such that am < c < bn for all am G A and all bn G B. In 
particular, an < c < bn for all n G N. But that means that the point c 
belongs to all the intervals In. 

Now let c\ and C2 be two points having this property. If they are different, 
say c\ < C2, then for any n G N we have an < c\ < C2 < 6n, and therefore 
0 < C2 — c\ < bn — an, so that the length of an interval in the sequence cannot 
be less than C2 — c\. Hence if there are intervals of arbitrarily small length in 
the sequence, their common point is unique. • 

2.3.2 The Finite Covering Lemma (Borel—Lebesgue Principle, 
or Heine—Borel Theorem) 

Definition 3. A system S = {X} of sets X is said to cover a set Y if 
Y C |J X, (that is, if every element y G Y belongs to at least one of the 

xes 
sets X in the system S). 

A subset of a set S = {X} that is a system of sets will be called a 
subsystem of S. Thus a subsystem of a system of sets is itself a system of sets 
of the same type. 
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Lemma. (Borel-Lebesgue).11 Every system of open intervals covering a 
closed interval contains a finite subsystem that covers the closed interval. 

Proof. Let S = {U} be a system of open intervals U that cover the closed 
interval [a, 6] = I\. If the interval I\ could not be covered by a finite set of 
intervals of the system 5, then, dividing I\ into two halves, we would find 
that at least one of the two halves, which we denote by I2, does not admit 
a finite covering. We now repeat this procedure with the interval J2, and so 
on. 

In this way a nested sequence Ji D J2 D • • • D Jn D • • • of closed intervals 
arises, none of which admit a covering by a finite subsystem of S. Since 
the length of the interval In is \In\ = |Ji| • 2 _ n , the sequence {/n} contains 
intervals of arbitrarily small length (see the lemma in Paragraph c of Subsect. 
2.2.4). But the nested interval theorem implies that there exists a point c 
belonging to all of the intervals 7n, n G N. Since c e I\ = [a, 6] there exists 
an open interval ]a, /?[= U G S containing c, that is, a < c < (3. Let e = 
min{c—a, (3 — c}. In the sequence just constructed, we find an interval In such 
that \In\ < e. Since c G In and \In\ < e, we conclude that In C U =]a,'/?[. 
But this contradicts the fact that the interval In cannot be covered by a finite 
set of intervals from the system. • 

2.3.3 The Limit Point Lemma (Bolzano—Weierstrass Principle) 

We recall that we have defined a neighborhood of a point x G R to be an open 
interval containing the point and the 5-neighborhood about x to be the open 
interval ]x — 5,x + 6[. 

Definition 4. A point p G R is a limit point of the set X C R if every 
neighborhood of the point contains an infinite subset of X. 

This condition is obviously equivalent to the assertion that every neigh­
borhood of p contains at least one point of X different from p itself. (Verify 
this!) 

We now give some examples. 

If X = {^ G R| n G N}, the only limit point of X is the point 0 G R. 

For an open interval ]a, b[ every point of the closed interval [a, b] is a limit 
point, and there are no others. 

For the set Q of rational numbers every point of R is a limit point; for, as 
we know, every open interval of the real numbers contains rational numbers. 

11 E.Borel (1871-1956) and H. Lebesgue (1875-1941) - well-known French mathe­
maticians who worked in the theory of functions. 
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L e m m a . (Bolzano-Weierstrass).12 Every bounded infinite set of real numbers 
has at least one limit point. 

Proof. Let X be the given subset of R. It follows from the definition of bound-
edness tha t X is contained in some closed interval I d . We shall show tha t 
at least one point of / is a limit point of X. 

If such were not the case, then each point x e I would have a neighbor­
hood U(x) containing either no points of X or at most a finite number. The 
totality of such neighborhoods {U(x)} constructed for the points x e I forms 
a covering of / by open intervals U{x). By the finite covering lemma we can 
extract a system U(xi),..., U(xn) of open intervals tha t cover / . But , since 
X C / , this same system also covers X. However, there are only finitely many 
points of X in U{xi), and hence only finitely many in their union. Tha t is, 
X is a finite set. This contradiction completes the proof. • 

2.3.4 P r o b l e m s and Exerc i ses 

1. Show that 

a) if I is any system of nested closed intervals, then 

sup {a G R| [a, b] G l \ = a < /3 = inf ib G R| [a, b] G I j 

and 
[a,/?] = p | [a, b]; 

[a,b]£l 

b) if / is a system of nested open intervals ]a,b[ the intersection p | ]a,b[ may 
]a,6[€J 

happen to be empty. 

Hint:]an ,M=J0,£[. 

2. Show that 

a) from a system of closed intervals covering a closed interval it is not always 
possible to choose a finite subsystem covering the interval; 

b) from a system of open intervals covering an open interval it is not always 
possible to choose a finite subsystem covering the interval; 

c) from a system of closed intervals covering an open interval it is not always 
possible to choose a finite subsystem covering the interval. 

3. Show that if we take only the set Q of rational numbers instead of the complete 
set R of real numbers, taking a closed interval, open interval, and neighborhood of 
a point r G Q to mean respectively the corresponding subsets of Q, then none of 
the three lemmas proved above remains true. 

12 B. Bolzano (1781-1848) - Czech mathematician and philosopher. 
K. Weierstrass (1815-1897) - German mathematician who devoted a great deal 
of attention to the logical foundations of mathematical analysis. 
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4. Show that we obtain an axiom system equivalent to the one already given if we 
take as the axiom of completeness 

a) the Bolzano-Weierstrass principle 
or 

b) the Borel-Lebesgue principle (Heine-Borel theorem). 
Hin t : The principle of Archimedes and the axiom of completeness in the earlier 

form both follow from a). 
c) Replacing the axiom of completeness by the Cauchy-Cantor principle leads 

to a system of axioms that becomes equivalent to the original system if we also 
postulate the principle of Archimedes. (See Problem 21 in Subsect. 2.2.2.) 

2.4 Countable and Uncountable Sets 

We now make a small addition to the information about sets that was pro­
vided in Chap. 1. This addition will be useful below. 

2.4.1 Countable Sets 

Definition 1. A set X is countable if it is equipollent with the set N of 
natural numbers, that is, card X = card N. 

Proposition, a) An infinite subset of a countable set is countable. 
b) The union of the sets of a finite or countable system of countable sets 

is a countable set. 

Proof a) It suffices to verify that every infinite subset E of N is equipollent 
with N. We construct the needed bijective mapping / : N —> E as follows. 
There is a minimal element of E\ := E, which we assign to the number 1 G N 
and denote e\ G E. The set E is infinite, and therefore E<z := E\ \ e\ is 
nonempty. We assign the minimal element of E2 to the number 2 and call it 
e2 G E2. We then consider E% := E \ {ei,e2J, and so forth. Since E is an 
infinite set, this construction cannot terminate at any finite step with index 
n G N. As follows from the principle of induction, we assign in this way a 
certain number en G E to each n G N. The mapping / : N —> E is obviously 
injective. 

It remains to verify that it is surjective, that is, /(N) = E. Let e G E. 
The set {n G N| n < e} is finite, and hence the subset of it {n G E\ n < e} 
is also finite. Let k be the number of elements in the latter set. Then by 
construction e = e^. 

b) If Xi,... ,Xn,... is a countable system of sets and each set Xm = 
{x^,..., xj^,. . .} is itself countable, then since the cardinality of the set X = 
|J Xn, which consists of the elements x7^ where m, n G N, is not less than 

nGN 

the cardinality of each of the sets Xm, it follows that X is an infinite set. 
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The element x7^ G Xm can be identified with the pair (ra,n) of natural 
numbers that defines it. Then the cardinality of X cannot be greater than the 
cardinality of the set of all such odered pairs. But the mapping / : N x N —> N 
given by the formula (ra, n) i-» (m+n)(^ l+n+ ) _|_ m^ a s o n e c a n easily verify, 
is bijective. (It has a visualizable meaning: we are enumerating the points of 
the plane with coordinates (ra, n) by successively passing from points of one 
diagonal on which m + n is constant to the points of the next such diagonal, 
where the sum is one larger.) 

Thus the set of ordered pairs (ra, n) of natural numbers is countable. But 
then card X < card N, and since X is an infinite set we conclude on the basis 
of a) that card X = card N. D 

It follows from the proposition just proved that any subset of a countable 
set is either finite or countable. If it is known that a set is either finite 
or countable, we say it is at most countable. (An equivalent expression is 
cardX < cardN.) 

We can now assert, in particular, that the union of an at most countable 
family of at most countable sets is at most countable. 

Corollaries 1) cardZ = cardN. 

2) card N2 = card N. 
(This result means that the direct product of countable sets is countable.) 

3) cardQ = cardN, that is, the set of rational numbers is countable. 

Proof. A rational number ^ is defined by an ordered pair (ra, n) of integers. 
Two pairs (ra, n) and (ra/,n') define the same rational number if and only if 
they are proportional. Thus, choosing as the unique pair representing each 
rational number the pair (ra, n) with the smallest possible positive integer 
denominator n G N, we find that the set Q is equipollent to some infinite 
subset of the set Z x Z. But card Z2 = card N and hence card Q = card N. D 

4) The set of algebraic numbers is countable. 

Proof We remark first of all that the equality Q x Q = card N implies, by 
induction, that card Qk = card N for every k G N. 

An element r G Qk is an ordered set ( r i , . . . , r^) of k rational numbers. 
An algebraic equation of degree k with rational coefficients can be written 

in the reduced form xk + r\xk~l -\ h r^ = 0, where the leading coefficient 
is 1. Thus there are as many different algebraic equations of degree k as there 
are different ordered sets ( r i , . . . , r^) of rational numbers, that is, a countable 
set. 

The algebraic equations with rational coefficients (of arbitrary degree) 
also form a countable set, being a countable union (over degrees) of countable 
sets. Each such equation has only a finite number of roots. Hence the set of 
algebraic numbers is at most countable. But it is infinite, and hence countable. 
• 
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2.4.2 The Cardinality of the Continuum 

Definition 2. The set R of real numbers is also called the number contin­
uum,13 and its cardinality the cardinality of the continuum. 

Theorem.(Cantor). cardN < cardR. 

This theorem asserts that the infinite set R has cardinality greater than 
that of the infinite set N. 

Proof. We shall show that even the closed interval [0,1] is an uncountable 
set. 

Assume that it is countable, that is, can be written as a sequence 
xi ,X2, . . . ,xn,... . Take the point x\ and on the interval [0,1] = Jo fix a 
closed interval of positive length I\ not containing the point x\. In the in­
terval I\ construct an interval I2 not containing £2. If the interval In has 
been constructed, then, since \In\ > 0, we construct in it an interval In+\ 
so that xn+\ £ 7n + i and |Jn+i| > 0. By the nested set lemma, there is a 
point c belonging to all of the intervals Jo, I\,..., Jn, • • • • But this point of 
the closed interval Jo = [0,1] by construction cannot be any point of the 
sequence #1, # 2 , . . . , #n5 • • • • Q 

Corollaries 1) Q ^ R, and so irrational numbers exist. 

2) There exist transcendental numbers, since the set of algebraic numbers is 
countable. 

(After solving Exercise 3 below, the reader will no doubt wish to reinter­
pret this last proposition, stating it as follows: Algebraic numbers are occa­
sionally encountered among the real numbers.) 

At the very dawn of set theory the question arose whether there exist 
sets of cardinality between countable sets and sets having cardinality of the 
continuum, and the conjecture was made, known as the continuum hypothesis, 
that there are no intermediate cardinalities. 

The question turned out to involve the deepest parts of the foundations of 
mathematics. It was definitively answered in 1963 by the contemporary Amer­
ican mathematician P. Cohen. Cohen proved that the continuum hypothesis 
is undecidable by showing that neither the hypothesis nor its negation con­
tradicts the standard axiom system of set theory, so that the continuum 
hypothesis can be neither proved nor disproved within that axiom system. 
This situation is very similar to the way in which Euclid's fifth postulate on 
parallel lines is independent of the other axioms of geometry. 

2.4.3 Problems and Exercises 

1. Show that the set of real numbers has the same cardinality as the points of the 
interval ] — 1,1[. 
13 Prom the Latin continuum, meaning continuous, or solid. 
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2. Give an explicit one-to-one correspondence between 

a) the points of two open intervals; 

b) the points of two closed intervals; 

c) the points of a closed interval and the points of an open interval; 

d) the points of the closed interval [0,1] and the set R. 

3. Show that 

a) every infinite set contains a countable subset; 

b) the set of even integers has the same cardinality as the set of all natural 
numbers. 

c) the union of an infinite set and an at most countable set has the same 
cardinality as the original infinite set; 

d) the set of irrational numbers has the cardinality of the continuum; 

e) the set of transcendental numbers has the cardinality of the continuum. 

4. Show that 

a) the set of increasing sequences of natural numbers {n\ < ri2 < • • •} has the 
same cardinality as the set of fractions of the form 0.0:10:2 . . . ; 

b) the set of all subsets of a countable set has cardinality of the continuum. 

5. Show that 

a) the set V(X) of subsets of a set X has the same cardinality as the set of all 
functions on X with values 0,1, that is, the set of mappings / : X —)• {0,1}; 

b) for a finite set X of n elements, card'P(X) = 2n ; 

c) taking account of the results of Exercises 4b) and 5a), one can write 
cardP(X) = 2 c a r d X , and, in particular, cardP(N) = 2 c a r d N = cardR; 

d) for any set X 

cardX < 2 c a r d X , in particular, n< 2n for any n G N . 

H i n t : See Cantor's theorem in Subsect. 1.4.1. 

6. Let Xi,..., Xn be a finite system of finite sets. Show that 

card ( M Xi I = y ^ c a r d X ^ — 

- J2 card (Xh n X*2) + Yl card (Xii n Xi* nXis)-
l< i2<»3 

+ ( - l ) m - 1 c a r d (Xi fl • • • fl Xm) , 

il<i2 i ; i < i 2 < * 3 

\ m — 1 

the summation extending over all sets of indices from 1 to m satisfying the inequal­
ities under the summation signs. 
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7. On the closed interval [0, l ] c R describe the sets of numbers x G [0,1] whose 
ternary representation x = 0.0:10:20:3 . . . , OL% G {0,1,2}, has the property: 

a) 01 / 1; 

b) (O! / 1) A (o2 / 1); 

c) Vz G N {pa / 1) (the Cantor set). 

8. (Continuation of Exercise 7.) Show that 

a) the set of numbers x G [0,1] whose ternary representation does not contain 
1 has the same cardinality as the set of all numbers whose binary representation 
has the form 0./?i/?2 . . . ; 

b) the Cantor set has the same cardinality as the closed interval [0,1]. 
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In discussing the various aspects of the concept of a real number we remarked 
in particular that in measuring real physical quantities we obtain sequences 
of approximate values with which one must then work. 

Such a state of affairs immediately raises at least the following three 
questions: 

1) What relation does the sequence of approximations so obtained have to 
the quantity being measured? We have in mind the mathematical aspect of 
the question, that is, we wish to obtain an exact expression of what is meant 
in general by the expression "sequence of approximate values" and the extent 
to which such a sequence describes the value of the quantity. Is the description 
unambiguous, or can the same sequence correspond to different values of the 
measured quantity? 

2) How are operations on the approximate values connected with the 
same operations on the exact values, and how can we characterize the opera­
tions that can legitimately be carried out by replacing the exact values with 
approximate ones? 

3) How can one determine from a sequence of numbers whether it can be a 
sequence of arbitrarily precise approximations of the values of some quantity? 

The answer to these and related questions is provided by the concept of 
the limit of a function, one of the fundamental concepts of analysis. 

We begin our discussion of the theory of limits by considering the limit 
of a function of a natural-number argument (a sequence), in view of the 
fundamental role played by these functions, as already explained, and also 
because all the basic facts of the theory of limits can actually be clearly seen 
in this simplest situation. 

3.1 The Limit of a Sequence 

3.1.1 Definitions and Examples 

We recall the following definition. 

Definition 1. A function / : N —> X whose domain of definition is the set 
of natural numbers is called a sequence. 
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The values f(n) of the function / are called the terms of the sequence. It 
is customary to denote them by a symbol for an element of the set into which 
the mapping goes, endowing each symbol with the corresponding index of the 
argument. Thus, xn := f(n). In this connection the sequence itself is denoted 
{xn}, and also written as xi, x^,..., a;n, — It is called a sequence in X or a 
sequence of elements of X. 

The element Xn IS called the nth term of the sequence. 
Throughout the next few sections we shall be considering only sequences 

/ : N —y R of real numbers. 

Definition 2. A number A G R is called the limit of the numerical sequence 
{xn} if for every neighborhood V(A) of A there exists an index N (depending 
on V(A)) such that all terms of the sequence having index larger than N 
belong to the neighborhood V(A). 

We shall give an expression in formal logic for this definition below, but 
we first point out another common formulation of the definition of the limit 
of a sequence. 

A number A G R is called the limit of the sequence {xn} if for every e > 0 
there exists an index N such that \xn — A\ < e for all n > N. 

The equivalence of these two statements is easy to verify (verify it!) if we 
remark that any neighborhood V(A) of A contains some ^-neighborhood of 
the point A. 

The second formulation of the definition of a limit means that no matter 
what precision e > 0 we have prescribed, there exists an index N such that 
the absolute error in approximating the number A by terms of the sequence 
{xn} is less than e as soon as n> N. 

We now write these formulations of the definition of a limit in the language 
of symbolic logic, agreeing that the expression " lim xn = A11 is to mean that 

n—>-oo 

A is the limit of the sequence {xn}. Thus 

( lim xn = A) := \/V(A) 3N eNVn>N (xne V(A)) 
^ n—Von ' ^ ' 

and respectively 

( lim xn = A) := Ve > 0 3N G N Vn > N (\xn - A\ < e) 

Definition 3. If lim xn = A, we say that the sequence {xn\ converges to 
-a—too 

A or tends to A and write xn —> A as n —> oo. 
A sequence having a limit is said to be convergent A sequence that does 

not have a limit is said to be divergent 
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Let us consider some examples. 

Example 1. lim ^ = 0, since I^ — 0| = ^ < e when n> N = H].1 

n—too 

Example 2. lim ^ = 1, since | s± i - l | = 1 < e if n > [ I ] . 

Example 3. lim fl + ^ ^ 1 = 1, since I f 1 + ^ i £ ) - 1 
n->-oo V n / IV n J 

= - < e when 

n > m 
Example 4. lim ^ = 0, since l 5 ^ - 0| < ^ < e for n > [±1. 

Example 5. lim -^ = 0 if \q\ > 1. 

Let us verify this last assertion using the definition of the limit. As was 
shown in Paragraph c of Subsect. 2.2.4, for every e > 0 there exists N G N 

<W<Wr<eiov such that T-psr < £. Since \q\ > 1, we shall have 
M ^ - ° n > TV, and the condition in the definition of the limit is satisfied. 

Example 6. The sequence 1,2, ^, 4, ^, 6, ^ , . . . whose nth term is xn = n^_1^n, 
n G N, is divergent. 

Proof. Indeed, if A were the limit of this sequence, then, as follows from 
the definition of limit, any neighborhood of A would contain all but a finite 
number of terms of the sequence. 

A number A ^ 0 cannot be the limit of this sequence; for if e = ^ > 0, 

all the terms of the sequence of the form ^ p j for which ^ p j < -^ lie outside 
the ^-neighborhood of A. 

But the number 0 also cannot be the limit, since, for example, there are 
infinitely many terms of the sequence lying outside the 1-neighborhood of 0. 
D 

Example 7. One can verify similarly that the sequence 1, —1, +1 , — 1 , . . . , for 
which xn = (—l)n, has no limit. 

3.1.2 Properties of the Limit of a Sequence 

a. General Properties We assign to this group the properties possessed 
not only by numerical sequences, but by other kinds of sequences as well, as 
we shall see below, although at present we shall study these properties only 
for numerical sequences. 

A sequence assuming only one value will be called a constant sequence. 

1 We recall that [x] is the integer part of the number x. (See Corollaries 7° and 
10° of Sect. 2.2.) 
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Definition 4. If there exists a number A and an index N such that xn = A 
for all n> N, the sequence {xn} will be called ultimately constant 

Definition 5. A sequence {xn} is bounded if there exists M such that 
\xn\ < M for a l i n e N. 

Theorem 1. a) An ultimately constant sequence converges. 
b) Any neighborhood of the limit of a sequence contains all but a finite 

number of terms of the sequence. 
c) A convergent sequence cannot have two different limits. 
d) A convergent sequence is bounded. 

Proof, a) If xn = A for n > N, then for any neighborhood V(A) of A we 
have xn G V(A) when n> N, that is, lim xn = A. 

n—>-oo 

b) This assertion follows immediately from the definition of a convergent 
sequence. 

c) This is the most important part of the theorem. Let lim xn = A\ 
n—too 

and lim xn = A2. If A\ ^ A2, we fix nonintersecting neighborhoods V{A\) 
n—>-oo 

and V(A2) of A\ and A2. These neighborhoods might be, for example, the 
^-neighborhoods of A\ and A2 for 5 < ^\Ai — -A2I- By definition of limit we 
find indices Ni and N2 such that xn G V(A\) for all n > N\ and xn G V{A2) 
for all n > N2. But then for TV = max{NuN2} we have xn G V(A1)nV(A2). 
But this is impossible, since V(A\) fl V(A2) = 0. 

d) Let lim xn = A. Setting e = 1 in the definition of a limit, we find N 
n—too 

such that \xn — A\ < 1 for all n> N. Then forn > N we have \xn\ < \A\ + 1 . 
If we now take M > max{ |xi | , . . . , \xn\, \A\ + 1} we find that \xn\ < M for 
all n G N. D 

b. Passage to the Limit and the Arithmetic Operations 

Definition 6. If {xn} and {yn} are two numerical sequences, their sum, 
product, and quotient (in accordance with the general definition of sum, prod­
uct, and quotient of functions) are the sequences 

{(Xn + Vn)}, {(Xn-yn)}, { ( — ) } • 

The quotient, of course, is defined only when yn ^ 0 for all n G N. 

Theorem 2. Let {xn\ and {yn\ be numerical sequences. If lim xn = A and 
n—too 

lim yn = B, then 
n—too 

a) lim (xn + yn) = A + B; 
n—>oo 

b) lim (xn -yn) = A- B; 
c) lim TT = 4, provided yn ^ 0 (n = 1,2,.. . ,) and B ^ 0. 
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Proof. As an exercise we use the estimates for the absolute errors that arise 
under arithmetic operations with approximate values of quantities, which we 
already know (Subsect. 2.2.4). 

Set \A — xn\ = A(xn), \B — yn\ = A(yn). Then for case a) we have 

\(A + B) - (xn + yn)\ < A(xn) + A(yn) . 

Suppose e > 0 is given. Since lim xn = A, there exists N' such that 
n—too 

A(xn) < e/2 for all n > N''. Similarly, since lim yn = B, there exists N" 
n—too 

such that A(yn) < e/2 for all n > N". Then for n > maxjA/7, TV"} we shall 
have 

| ( i 4 - + B ) - ( x n + yn) | < e , 
which, by definition of limit, proves assertion a). 

b) We know that 

\(A • B) - (xn • yn)\ < \xn\A(yn) + \yn\A(xn) + A(xn) • A(yn) . 

Given e > 0 find numbers N' and Nn such that 

Then for n > AT = maxjA7, AT"} we shall have 

\xn\ < \A\ + ^ ( x n ) < |>4| + 1 , 

\yn\<\B\ + 4 ( y n ) < | B | + l , 

Zi(xn) • A(yn) < min j l , - j • m i n | l , - | < - . 

Hence for n > N we have 

\Xn\A(yn) < (\A\ + 1) • ̂ ^ < | , 

\yn\A(xn) < (\B\ + 1) • ̂ - ^ < | , 

A(xn) • A(yn) < | . 

and therefore \AB — xnyn\ < e for n > N. 

c) We use the estimate 

A. xn 

B yn 

where <%n) = ^ > . 

yl i - <%n) ' 
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For a given e > 0 we find numbers Nf and Nn such that 

V n > W ( d ( x n ) < m i n { l , i 2 ! } " ) , 

Then for n > m&x{N', N"} we shall have 

\xn\ < \A\ + A(xn) < \A\ + 1 , 

| 2 / n |> | J B|-Z\ ( 2 / n )> |5 | - i | l>J | i 
1 J2_ 

W < \B\ ' 
A(yn) \B\/4 1 

1 - <5(2/n) > g > 

and therefore 

|x„| • ^ ( y „ ) < (|A| + 1) •-55-

zl(a;„) < 

0 < 

B2 16(\A\ + 1) 4 ' 
_2_ £[B| _ £ 

1 - S(yn) 
< 2 , 

and consequently 
J± xn < e when n> N. D 

Remark. The statement of the theorem admits another, less constructive 
method of proof that is probably known to the reader from the high-school 
course in the rudiments of analysis. We shall mention this method when we 
discuss the limit of an arbitrary function. But here, when considering the 
limit of a sequence, we wished to call attention to the way in which bounds 
on the errors in the result of an arithmetic operations can be used to set 
permissible bounds on the errors in the values of quantities on which an 
operation is carried out. 

c. Passage to the Limit and Inequalities 

Theorem 3 . a) Let {xn} and {yn} be two convergent sequences with 
lim xn = A and lim yn = B. If A < B, then there exists an index N G N 

n—>oo n—too 

such that xn < yn for all n > N. 
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b) Suppose the sequences {xn}, {yn}, and {zn} ave such that xn < yn < zn 

for alln> N G N. / / the sequences {xn} and {zn} both converge to the same 
limit, then the sequence {yn} also converges to that limit. 

Proof, a) Choose a number C such that A < C < B. By definition of limit, 
we can find numbers N' and N" such that \xn — A\ < C — A for all n > Nf 

and \yn - B\ < B - C for all n > N". Then for n > N = maxjTV', N"} we 
shall have xn < A + C - A = C = B - (B - C) < yn. 

b) Suppose lim xn = lim zn = A. Given e > 0 choose N' and N" such 
n—>-oo n—too 

that A - e < xn for all n > Nf and zn < A + e for all n > N". Then for 
n> N = maxjiV', N"} we shall have A — e < xn < yn < zn < A -f £, which 
says \yn — A\ < e, that is A = lim yn. D 

-a—too 

Corollary. Suppose lim xn = A and lim yn = B. If there exists N such 
n—too n—too 

that for all n> N we have 
a) xn > yn, then A> B ; 
b) xn > yn, then A> B ; 
c) xn > B, then A> B ; 
d) xn > B, then A> B . 

Proof Arguing by contradiction, we obtain the first two assertions immedi­
ately from part a) of the theorem. The third and fourth assertions are the 
special cases of the first two obtained when yn = B. D 

It is worth noting that strict inequality may become equality in the limit. 
For example - > 0 for all n G N, yet lim - = 0. 

n n->-oo n 

3.1.3 Questions Involving the Existence of the Limit of a Sequence 

a. The Cauchy Criterion 

Definition 7. A sequence {xn} is called & fundamental or Cauchy sequence2 

if for any e > 0 there exists an index N G N such that \xm — xn\ < e whenever 
n > N and m> N. 

Theorem 4. (Cauchy's convergence criterion). A numerical sequence con­
verges if and only if it is a Cauchy sequence. 

2 Bolzano introduced Cauchy sequences in an attempt to prove, without having 
at his disposal a precise concept of a real number, that a fundamental sequence 
converges. Cauchy gave a proof, taking the nested interval principle, which was 
later justified by Cantor, as obvious. 
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Proof. Suppose lim xn = A. Given e > 0, we find an index N such that 
n—too 

\xn — A\ < | for n > N. Then if m > N and n > TV, we have \xm — xn\ < 
\xm — A\ + \xn — A\ < § + § = £, and we have thus verified that the sequence 
is a Cauchy sequence. 

Now let {xk} be a fundamental sequence. Given e > 0, we find an index 
N such that \xm — Xk\ < § when m> N and k > N. Fixing m = N, we find 
that for any k > N 

£ £ 

but since only a finite number of terms of the sequence have indices not larger 
than TV, we have shown that a fundamental sequence is bounded. 

For n G N we now set an := inf Xk, and bn := supx/-. 
k>™ k>n 

It is clear from these definitions that an < a n + i < 6n+i < bn (since the 
greatest lower bound does not decrease and the least upper bound does not 
increase when we pass to a smaller set). By the nested interval principle, 
there is a point A common to all of the closed intervals [an, bn]. 

Since 
an < A <bn 

for any n G N and 

an = inf Xk <Xk < sup Xk = bk 
k>n k>n 

for k > n, it follows that 

l-A-fffcl <bn- an . (3.2) 

But it follows from Eq. (3.1) that 

s s 
xN - - < inf xk = an<bn = sup xk < xN + -

o k>n k>n O 

for n > N, and therefore 
2e 

bn-an< — <e (3.3) 

for n> m. Comparing Eqs. (3.2) and (3.3), we find that 

\A-xk\ <e , 

for any k > TV, and we have proved that lim Xk = A. D 
k—too 

Example 8. The sequence (—l)n (n = 1,2,...) has no limit, since it is not 
a Cauchy sequence. Even though this fact is obvious, we shall give a formal 
verification. The negation of the statement that {xn} is a Cauchy sequence 
is the following: 

3e > 0 V7V G N 3n > N 3m > N (\xm - xn\ > e) , 
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that is, there exists e > 0 such that for any J V G N two numbers n, m larger 
than N exist for which \xm — xn\ > e. 

In our case it suffices to set e = 1. Then for any TV G N we shall have 
\xN+! - xN+2\ = |1 - (-1)1 = 2 > 1 = e. 

Example 9. Let 

x\ = 0 , X2 = O.ai , xs = O.aio>2 , . . . , xn = Q.aiQ>2 . . . cen , . . . 

be a sequence of finite binary fractions in which each successive fraction is 
obtained by adjoining a 0 or a 1 to its predecessor. We shall show that such a 
sequence always converges. Let m> n. Let us estimate the difference xm—xn: 

\%m %n\ — 
®n+l _ OC. 

< 
2n+i 2m 

< 1 , 1 ( l ) n + 1 - ( l ) m + 1
 c i 

— 2 n + 1 2m 1 — - 2n ' 

Thus, given e > 0, if we choose A/" so that T̂V < e, we obtain the estimate 
\%m — xn\ < ^ < ip? < e iov &\\ m > n > N, which proves that the sequence 
{xn} is a Cauchy sequence. 

Example 10. Consider the sequence {xn}, where 

^n = 1 + - + 

^TI + - + 

1 
n 

1 
> n-

n + n 

1 
2n ~ 

1 
2 ' 

Since 

for all n G N, the Cauchy criterion implies immediately that this sequence 
does not have a limit. 

b. A Criterion for the Existence of the Limit 
of a Monotonic Sequence 

Definition 8. A sequence {xn} is increasing if xn < xn+\ for all n G N, 
nondecreasing if xn < xn+i for all n G N, nonincreasing if x n > £n+i fc>r all 
n G N, and decreasing if x n > x n + i for all n G N. Sequences of these four 
types are called monotonic sequences. 

Definition 9. A sequence {xn} is bounded above if there exists a number M 
such that xn < M for all n G N. 

Theorem 5. (Weierstrass). /n order for a nondecreasing sequence to have a 
limit it is necessary and sufficient that it be bounded above. 
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Proof. The fact that any convergent sequence is bounded was proved above 
under general properties of the limit of a sequence. For that reason only the 
sufficiency assertion is of interest. 

By hypothesis the set of values of the sequence {xn} is bounded above 
and hence has a least upper bound s = supx n . 

By definition of the least upper bound, for every e > 0 there exists an 
element XN G {xn} such that s — e < XN < s. Since the sequence {xn} is 
nondecreasing, we now find that s — e < XN < xn < s for all n > N. That 
is, \s — xn\ = s — xn < e. Thus we have proved that lim xn = s. D 

n—too 

Of course an analogous theorem can be stated and proved for a nonin-
creasing sequence that is bounded below. In this case lim xn = inf xn. 

n—>-oo n£N 

Remark. The boundedness from above (resp. below) of a nondecreasing 
(resp. nonincreasing) sequence is obviously equivalent to the boundedness of 
that sequence. 

Let us consider some useful examples. 

Example 11. lim \ = 0 if q > 1. 
n—too Q 

Proof. Indeed, if xn = -^, then xn+i = I1±^xn for n G N. Since lim 2 1 ± i = 

lim (l + h) ~ = lhn (l + h) ' 1™ ;; = l - - = - < l > there exists an index 
N such that Ik^ < 1 for n > N. Thus we shall have xn+i < xn for n > N, 
so that the sequence will be monotonically decreasing from index N on. As 
one can see from the definition of a limit, a finite set of terms of a sequence 
has no effect the convergence of a sequence or its limit, so that it now suffices 
to find the limit of the sequence Xjv+i > XN+2 > • • • • 

The terms of this sequence are positive, that is, the sequence is bounded 
below. Therefore it has a limit. 

Let x = lim xn. It now follows from the relation x n + i = n^xn that 
n->-oo n(i 

x = lim (xn+i) = lim ( xn) = lim • lim xn = -x 
-a—too n—>-oo V nq / n—too nq n—HX) q 

from which we find (l — -)x = 0, and so x = 0. D 

Corollary 1. 

lim tfn = 1. 
-a—too 

Proof By what was just proved, for a given e > 0 there exists N G N such 
that 1 < n < ( l+£) n for all n> N. Then for n > N we obtain 1 < tfn < 1+e 
and hence lim y/n = 1 . D 
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Corollary 2. 

lim \fa = 1 for any a > 0. 
n—too 

Proof. Assume first that a > 1. For any e > 0 there exists N G N such that 
1 < a < (1 + e)n for all n > N, and we then have 1 < tfa < 1 + e for all 
n > TV, which says lim >j/a = 1. 

n—too 

For 0 < a < 1, we have 1 < - , and then 

r- , 1 1 
lim >/a = hm — = = = = 1. D 

n-oo ^ n m n—>-oo 

Example 12. lim ^ = 0; here q is. any real number, n G N, and n! := 
m—Von " " 

1 • 2 • . . . • n. 
n—>-oo 

I n n I l o l n 

Proof. If 0 = 0, the assertion is obvious. Further, since ^r = ^Jr, it suffices 
to prove the assertion for q > 0. Reasoning as in Example 11, we remark that 
xn+i = 7^1 ̂ n- Since the set of natural numbers is not bounded above, there 
exists an index N such that 0 < — r̂ < 1 for all n > A .̂ Then for n > N we 
shall have a?n+i < #n5 and since the terms of the sequence are positive, one 
can now guarantee that the limit lim xn = x exists. But then 

n—too 

x = lim xn+i = lim -xn = lim • lim xn = 0 • x = 0. D 
n—>-oo n—too U + 1 n—too U + 1 n—too 

c. The Number e 
/ l \ n 

Example 13. Let us prove that the limit lim (1 H— ) exists. 
-a—too \ n/ 

In this case the limit is a number denoted by the letter e, after Euler. 
This number is just as central to analysis as the number 1 to arithmetic or 
7r to geometry. We shall revisit it many times for a wide variety of reasons. 

We begin by verifying the following inequality, sometimes called Jakob 
Bernoulli's inequality:3 

(1 + a)n > 1 + na for n G N and a > - 1 . 

Proof The assertion is true for n = 1. If it holds for n G N, then it must also 
hold for n -f 1, since we then have 

(1 + a ) n + 1 = (1 + a) ( l + a)n > (1 + a) ( l + na) = 

= 1 + (n + l ) a + na2 > 1 + (n + l ) a . 

3 Jakob (James) Bernoulli (1654-1705) - Swiss mathematician, a member of the 
famous Bernoulli family of scholars. He was one of the founders of the calculus 
of variations and probability theory. 
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By the principle of induction the assertion is true for all n G N. 
Incidentally, the computation shows that strict inequality holds if a ^ 0 

and n > 1. D 

We now show that the sequence yn = (l -f ^) is decreasing. 

Proof. Let n > 2. Using Bernoulli's inequality, we find that 

Vn-i = (l + ^ l ) n
= n2n n = / 1 y n > 

yn (i + l ) n + 1 ( n 2 - l ) n n + 1 V n 2 - l / n + l ~ 

/ . n \ n / l \ n 
> (1 + - 5 — r ) 7 > (1 + - ) 7 = 1-

V n 2 - l / n + l V n / n + 1 
Since the terms of the sequence are positive, the limit lim (l -f - ) 

n->-oo v n / 

exists. 
But we then have 

lim(l + I ) B = limfl + i r V l + I ) " ^ 

lim 1 + - - l im r = lim (1 + - ) . D 
n—>-oo \ n/ n—too 1 -f- — n—too \ ft/ 

Thus we make the following definition: 

Definition 10. 

e := lim (1 + - ) 
-a—too \ 71/ 

d. Subsequences and Partial Limits of a Sequence 

Definition 11. If xi ,X2, . . . , x n , . . . is a sequence and ri\ < n^ < • • • < 
rik < • • • an increasing sequence of natural numbers, then the sequence 
xni, xn2,..., xnk,... is called a subsequence of the sequence {xn}. 

For example, the sequence 1,3,5,. . . of positive odd integers in their nat­
ural order is a subsequence of the sequence 1,2,3, But the sequence 
3,1, 5, 7 ,9 , . . . it not a subsequence of this sequence. 

Lemma 1. (Bolzano-Weierstrass). Every bounded sequence of real numbers 
contains a convergent subsequence. 

Proof Let E be the set of values of the bounded sequence {xn}. If E is 
finite, there exists a point x G E and a sequence ri\ < n^ < • • • of indices 
such that xni = xn2 = • • • = x. The subsequence {xnk } is constant and hence 
converges. 
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If E is infinite, then by the Bolzano-Weierstrass principle it has a limit 
point x. Since £ is a limit point of E1, one can choose n\ G N such that 

— x\ < 1. If rik G N have been chosen so that \xnk — x\ < ik then, |«^rii Uy\ "^ x. xi IO/S ^z IN n a v e u c c n ^ n u o c n DU t n a t |«^nfc *t/| v^ , 

because a: is a limit point of E1, there exists n^+i G N such that n/~ < n^+i 
and \xnk+1 — x\ < -^^. 

Since lim 1 = 0 , the sequence xni, Xfi2, • • • 5 ^n/c 5 • • • so constructed con-
fc—>-oo 

verges to x. D 

Definition 12. We shall write x n —> +00 and say that the sequence {xn} 
tends to positive infinity if for each number c there exists N G N such that 
xn > c for all n> N. 

Let us write this and two analogous definitions in logical notation: 

(xn - ) • + 0 0 ) 

(xn ->• - 0 0 ) 

(xn - ) • 0 0 ) 

= Vc G R 3N G N Vn > N (c < xn) , 

= Vc G R 3AT G N Vn > AT (xn < c) , 

= Vc G R 37V G N Vn > AT (c < |xn |) . 

In the last two cases we say that the sequence {xn} tends to negative 
infinity and tends to infinity respectively. 

We remark that a sequence may be unbounded and yet not tend to posi­
tive infinity, negative infinity, or infinity. An example is xn = n ( - 1 ) n . 

Sequences that tend to infinity will not be considered convergent. 
It is easy to see that these definitions enable us to supplement Lemma 1, 

stating it in a slightly different form. 

Lemma 2. From each sequence of real numbers one can extract either a 
convergent subsequence or a subsequence that tends to infinity. 

Proof. The new case here occurs when the sequence {xn} is not bounded. 
Then for each k G N we can choose n/~ G N such that \xnk \ > k and n/~ < n^+i. 
We then obtain a subsequence {xnk} that tends to infinity. D 

Let {xk] be an arbitrary sequence of real numbers. If it is bounded below, 
one can consider the sequence in = inf Xk (which we have already encoun-

k>n 

tered in proving the Cauchy convergence criterion). Since in < zn +i for any 
n G N, either the sequence {in} has a finite limit lim in = /, or in —> +00. 

n—>-oo 

Definition 13. The number / = lim inf Xk is called the inferior limit of 
n—>-oo k>n 

the sequence {xk} and denoted lim Xk or lim inf Xk. If in —> +00, it is said 

that the inferior limit of the sequence equals positive infinity, and we write 
lim Xk = +00 or lim inf Xk = +00. If the original sequence {xk} is not 

fc_>oo k^-oo 

bounded below, then we shall have in = inf Xk = — 00 for all n. In that case 
k>n 

we say that the inferior limit of the sequence equals negative infinity and 
write lim Xk = —00 or lim inf Xk = —00. 
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Thus, taking account of all the possibilities just enumerated, we can now 
write down briefly the definition of the inferior limit of a sequence {xk}: 

lim Xk := lim inf Xk 
k^oo n^ook>n 

Similarly by considering the sequence sn = supx^, we arrive at the defi-
k>n 

nition of the superior limit of the sequence {x/J: 

Definition 14. 

lim Xk := lim supx^ 
k^-oo r w o o k > n 

We now give several examples: 

Example H. Xk = (- l) f c , k G N: 

lim Xk = lim inf Xk = lim inf (—l)k = lim (—1) = —1 
fc—^oo n—too k>n n—too k>n n—too 

lim Xk = lim supx^ = lim sup(—l)k = lim 1 = 1 . 
fc-Kx> n^ook>n n^oo k>n n^oo 

Example 15. xk = A;(_1)fc, k G N: 

lim A:("1)fc = lim inf /c("1)fc = lim 0 = 0 , 
k^-oo n—too k>n n—Kx> 

lim /r "̂  = lim supA:^-1^ = lim (+oo) = -foo . 

k—too n—>-oo k>n n—>-oo 

Example 16. Xk = A;, k G N: 

lim k = lim inf k = lim n = -foo , 
fc—^oo n—>-oo k>n n—>-oo 

lim k = lim sup k = lim (+oo) = -foo . 
&—>-oo n—>-oo k>n n—>-oo 

Example 17. xk = ^ - , k G N: 

f_n* f_n* f " £ > ifn = 2 m + l 
lim ^ - ^ - = lim inf ^—-^- = lim { } = 0 , 

*_>« , fc n - o o f c > n A: n ^ ° ° [ - - 1 - , if n = 2 m 

_ _ (-l)k (-l)k { n » ifn = 2m 
lim ^—^- = lim sup ^—— = lim < > = 0 . 

*-oo k n-,oofc>n fc n - > ° ° [ H l T , i f n = 2 m + l 

Example 18. xk = -A:2, A: G N: 

lim (—A:2) = lim inf (—A:2) = — oo . 
k^oo n^ook>n 
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Example 19. xk = (-l)kk, k G N: 

•lim(-l)fcfc = lim mf(-l)kk = lim (-oo) = - o o , 
k—^OQ n—>-oo k>n n—>-oo 

lim (~l)kk = lim sup(-l)kk = lim (+oo) = -foo . 
k^-oo n—HX) fc>n n—>-oo 

To explain the origin of the terms "superior" and "inferior" limit of a 
sequence, we make the following definition. 

Definition 15. A number (or the symbol — oo or -foo) is called a partial 
limit of a sequence, if the sequence contains a subsequence converging to 
that number. 

Proposition 1. The inferior and superior limits of a bounded sequence are 
respectively the smallest and largest partial limits of the sequence.4 

Proof. Let us prove this, for example, for the inferior limit i = lim Xk. 
k—too 

What we know about the sequence in = inf Xk is that it is nondecreasing 
k>n 

and that lim in = i G R. For the numbers n G N, using the definition of 
n—too 

the greatest lower bound, we choose by induction numbers kn G N such that 
in < Xkn < in + ^ and kn < fcn+i. Since lim in = lim (in + £) = z, we 
can assert, by properties of limits, that lim Xkn = i. We have thus proved 

n—>-oo 

that i is a partial limit of the sequence {xk}> It is the smallest partial limit 
since for every e > 0 there exists n G N such that i — e < in, that is 
i — e < in = mi Xk < Xk for any k>n. 

k>n 

The inequality i — e < Xk for k > n means that no partial limit of the 
sequence can be less than i — e. But e > 0 is arbitrary, and hence no partial 
limit can be less than i. 

The proof for the superior limit is of course analogous. D 
We now remark that if a sequence is not bounded below, then one can 

select a subsequence of it tending to — oo. But in this case we also have 
lim Xk = —oo, and we can make the convention that the inferior limit is 

k—>oo 

once again the smallest partial limit. The superior limit may be finite; if so, 
by what has been proved it must be the largest partial limit. But it may also 
be infinite. If lim Xk = -hoc, then the sequence is also unbounded from above, 

k—too 

and one can select a subsequence tending to -foe. Finally, if lim Xk = — oo, 
k—>oo 

which is also possible, this means that supx^ = sn —> —oo, that is, the 
k>n 

sequence {xn} itself tends to —oo, since sn > xn. Similarly, if lim Xk = -foo, 
., • k^-oo 
then Xk —> -foo. 

4 Here we are assuming the natural relations — oo < x < -foo between the symbols 
—oo, H-oo and numbers x G l . 
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Taking account of what has just been said we deduce the following propo­
sition. 

Proposition 1'. For any sequence, the inferior limit is the smallest of its 
partial limits and the superior limit is the largest of its partial limits. 

Corollary 3. A sequence has a limit or tends to negative or positive infinity 
if and only if its inferior and superior limits are the same. 

Proof The cases when lim Xk = lim Xk = +oo or lim Xk = lim Xk = 
k^-oo k^°° k^-oo k^°° 

—oo have been investigated above, and so we may assume that lim Xk = 
k—too 

lim Xk = A G R. Since in = inf Xk < xn < sup Xk = sn and by hypothesis 
k—>oo k>n k>n 

lim in — lim sn = A, we also have lim xn = A by properties of limits. D 
n—>oo n—too n—too 

Corollary 4. A sequence converges if and only if every subsequence of it 
converges. 

Proof. The inferior and superior limits of a subsequence lie between those of 
the sequence itself. If the sequence converges, its inferior and superior limits 
are the same, and so those of the subsequence must also be the same, proving 
that the subsequence converges. Moreover, the limit of the subsequence must 
be the same as that of the sequence itself. 

The converse assertion is obvious, since the subsequence can be chosen as 
the sequence itself. D 

Corollary 5. The Bolzano-Weierstrass Lemma in its restricted and wider 
formulations follows from Propositions 1 and 1' respectively. 

Proof. Indeed, if the sequence {xk} is bounded, then the points i = lim Xk 
k—too 

and 5 = lim Xk are finite and, by what has been proved, are partial limits of 
k—>oo 

the sequence. Only when i = s does the sequence have a unique limit point. 
When i < s there are at least two. 

If the sequence is unbounded on one side or the other, there exists a 
subsequence tending to the corresponding infinity. D 

Concluding Remarks We have carried out all three points of the program 
outlined at the beginning of this section (and even gone beyond it in some 
ways). We have given a precise definition of the limit of a sequence, proved 
that the limit is unique, explained the connection between the limit operation 
and the structure of the set of real numbers, and obtained a criterion for 
convergence of a sequence. 

We now study a special type of sequence that is frequently encountered 
and very useful - a series. 
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3.1.4 Elementary Facts about Series 

a. The Sum of a Series and the Cauchy Criterion for Convergence 
of a Series Let {an} be a sequence of real numbers. We recall that the sum 

q 
ap -f CLp+i + • • • + aq, (p < q) is denoted by the symbol ^ an. We now wish 

n=p 

to give a precise meaning to the expression a\ -f «2 + * • • + an + • • •, which 
expresses the sum of all the terms of the sequence {an}. 

Definition 16. The expression a\ -f «2 + • • • + an -f • • • is denoted by the 
oo 

symbol ^ an and usually called a series or an infinite series (in order to 
7 1 = 1 

emphasize its difference from the sum of a finite number of terms). 

Definition 17. The elements of the sequence {a n}, when regarded as ele­
ments of the series, are called the terms of the series. The element an is called 
the nth term. 

n 

Definition 18. The sum sn = ^ a,k is called the partial sum of the series, 
fc=i 

or, when one wishes to exhibit its index, the nth partial sum of the series.5 

Definition 19. If the sequence {sn} of partial sums of a series converges, 
we say the series is convergent. If the sequence {sn} does not have a limit, 
we say the series is divergent. 

Definition 20. The limit lim sn = s of the sequence of partial sums of the 
n—too 

series, if it exists, is called the sum of the series. 

It is in this sense that we shall henceforth understand the expression 

oo 

7 1 = 1 

Since convergence of a series is equivalent to convergence of its sequence of 
partial sums {sn}, applying the Cauchy convergence criterion to the sequence 
{sn} yields the following theorem. 

Theorem 6. (The Cauchy convergence criterion for a series). The series 
a\-\ h an H converges if and only if for every e > 0 there exists N G N 
such that the inequalities m>n>N imply \an + • • • + am\ < e. 

Corollary 6. If only a finite number of terms of a series are changed, the 
resulting new series will converge if the original series did and diverge if it 
diverged. 

Thus we are actually defining a series to be an ordered pair ({an},{sn}) of 

sequences connected by the relation (sn = ^2 dk) for all n € N. 
^ fc=i J 
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Proof. For the proof it suffices to assume that the number N in the Cauchy 
convergence criterion is larger than the largest index among the terms that 
were altered. D 

Corollary 7. A necessary condition for convergence of the series a\-\ h 
an-\ is that the terms tend to zero as n —> oo, that is, it is necessary that 
lim an = 0. 

n—too 

Proof It suffices to set m = n in the Cauchy convergence criterion and use 
the definition of the limit of a sequence. D 

Here is another proof: an = sn — sn-i> a n d , given that lim sn = 5, we 
n—too 

have lim an = lim (sn — s n - i ) = lim sn — lim sn_i = 5 — 5 = 0. 
n—too n—too n—too n—too 

Example 20. The series 1 -f q + q2 H h qn H is often called the geometric 
series. Let us investigate its convergence. 

Since \qn\ = \q\n, we have \qn\ > 1 when \q\ > 1, and in this case the 
necessary condition for convergence is not met. 

Now suppose \q\ < 1. Then 

1 — an 

5n = l + ^ + - - - + ^ n " 1 = •—— 
l-q 

and lim sn = 73-, since lim qn = 0 if \q\ < 1. 
00 

Thus the series ^ qn~l converges if and only if \q\ < 1, and in that case 
71=1 

its sum is 7^-. 
l-q 

Example 21. The series l + | + --- + ^ + --- is called the harmonic series, 
since each term from the second on is the harmonic mean of the two terms 
on either side of it (see Exercise 6 at the end of this section). 

The terms of the series tend to zero, but the sequence of partial sums 

, 1 1 
Sn = 1 + " + ••• + - , 

2 n 
as was shown in Example 10, diverges. This means that in this case sn —> +00 
as n —> 00. 

Thus the harmonic series diverges. 

Example 22. The series 1 — 1 + 1 — • • • + (—l)n+1 + • • • diverges, as can be 
seen both from the sequence of partial sums 1,0,1,0,.. . and from the fact 
that the terms do not tend to zero. 

If we insert parentheses and consider the new series 

a - 1 ) + a - 1 ) + • • - , 
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whose terms are the sums enclosed in parentheses, this new series does con­
verge, and its sum is obviously zero. 

If we insert the parentheses in a different way and consider the series 

1 + ( - 1 + 1) + ( - 1 + 1) + . . . , 

the result is a convergent series with sum 1. 
If we move all the terms that are equal to —1 in the original series two 

places to the right, we obtain the series 

1 + 1 - 1 + 1 - 1 + 1 , 

we can then, by inserting parentheses, arrive at the series 

(1 + 1) + ( - 1 + 1) + ( - 1 + 1) + . . . , 

whose sum equals 2. 

These observations show that the usual laws for dealing with finite sums 
can in general not be extended to series. 

There is nevertheless an important type of series that can be handled ex­
actly like finite sums, as we shall see below. These are the so-called absolutely 
convergent series. They are the ones we shall mainly work with. 

b. Absolute Convergence. The Comparison Theorem 
and its Consequences 

oo 

Definition 21. The series ^ an is absolutely convergent if the series 

J2 \an\ converges. 
7 1 = 1 

Since \an + • • • + am\ < \an\ + • • • |am | , the Cauchy convergence criterion 
implies that an absolutely convergent series converges. 

The converse of this statement is generally not true, that is, absolute 
convergence is a stronger requirement than mere convergence, as one can 
show by an example. 
Example 23. The series 1 — 1 + ^ — \ + \ — \-\ , whose partial sums are 
either ^ or 0, converges to 0. 

At the same time, the series of absolute values of its terms 

1 1 1 1 

diverges, as follows from the Cauchy convergence criterion, just as in the case 
of the harmonic series: 

1 1 1 1 
+ 7 + '" + + n + 1 n + 1 n + n n + n 

c( 1 1 \ rt 1 
= 2 - + ••• + > 2 n - — -

\n + 1 n + n/ n + 

= 1 
n + n 
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To learn how to determine whether a series converges absolutely or not, it 
suffices to learn how to investigate the convergence of series with nonnegative 
terms. The following theorem holds. 

Theorem 7. (Criterion for convergence of series of nonnegative terms). A 
series a\ + • • • + an + • • • whose terms are nonnegative converges if and only 
if the sequence of partial sums is bounded above. 

Proof This follows from the definition of convergence of a series and the 
criterion for convergence of a nondecreasing sequence, which the sequence of 
partial sums is, in this case: si < S2 < • • • < sn < • —. D 

This criterion implies the following simple theorem, which is very useful 
in practice. 

oo oo 

Theorem 8. (Comparison theorem). Let J2 an and J2 bn be two series 
71=1 71=1 

with nonnegative terms. If there exists an index N G N such that an < bn for 
oo 

all n > N, then the convergence of the series ^ bn implies the convergence 
71=1 

oo oo oo 

°f S ani and the divergence of ^ an implies the divergence of ^ bn. 
71=1 71=1 71=1 

Proof. Since a finite number of terms has no effect on the convergence of a 
series, we can assume with no loss of generality that an < bn for every index 

n n oo 
n G N. Then An = J2 ak < Yl^k = Bn.li the series J2 bn converges, then 

fc=l fc=l 7 1 = 1 

the sequence {Bn}, which is nondecreasing, tends to a limit B. But then 
An < Bn < B for all n G N, and so the sequence An of partial sums of the 

oo 

series J2 an 1S bounded. By the criterion for convergence of a series with 
71=1 

OO 

nonnegative terms (Theorem 7), the series ^ an converges. 
71=1 

The second assertion of the theorem follows from what has just been 
proved through proof by contradiction. D 

Example 24- Since , 1
+ 1N < ^ < (n_i)n for n > 2, we conclude that the 

OO OO 

series J2 7? a n d J2 n(n+i) c o n v e r g e o r diverge together. 
7i=i 7i=i v ; 

But the latter series can be summed directly, by observing that k/k+1\ = 
n oo 

X — JETT» a n d therefore £ j ^ = 1 - ^ . Hence £ ^ _ ^ = 1. Conse-
k=l 71=1 

OO OO 2 

quently the series ^2 ^ converges. It is interesting that ^ 4j = ^-, as will 
71=1 71=1 

be proved below. 
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Example 25. It should be observed that the comparison theorem applies only 
to series with nonnegative terms. Indeed, if we set an = —n and bn = 0, 

oo oo 
for example, we have an < bn and the series ^ bn converges while ^ an 

71=1 71=1 

diverges. 

oo 

Corollary 8. (The Weierstrass M-test for absolute convergence). Let ^ an 
71=1 

OO 

and ^2 bn be series. Suppose there exists an index N G N such that \an\ < bn 
71=1 

for all n > N. Then a sufficient condition for absolute convergence of the 
oo oo 

series ^2 an is that the series ^2 bn converge. 
71=1 71=1 

OO 

Proof. In fact, by the comparison theorem the series ^ \an\ will then con-
71=1 

OO 

verge, and that is what is meant by the absolute convergence of ^ an. D 
71=1 

This important sufficiency test for absolute convergence is often stated 
briefly as follows: / / the terms of a series are majorized (in absolute value) by 
the terms of a convergent numerical series, then the original series converges 
absolutely. 

oo 

Example 26. The series J2 ^ ^ converges absolutely, since | ^y11 < 4j and 
71=1 

oo 

the series ^2 ^ converges, as we saw in Example 24. 
71=1 U 

OO 

Corollary 9. (Cauchy's test). Let ^2 an be a given series and a = 
71=1 

lim \ / | a n | . Then the following are true: 
n—too 

oo 
a) if a < I, the series ^ an converges absolutely; 

71=1 
oo 

b) if a > I, the series ^ an diverges; 
71=1 

c) there exist both absolutely convergent and divergent series for which 
a = l. 

Proof, a) If a < 1, we can choose q G 1R such that a < q < 1. Fixing q, by 
definition of the superior limit, we find N G N such that ij/|an | < q for all 

oo 

n > N. Thus we shall have \an\ < qn for n > N, and since the series ^ qn 

71=1 

converges for |g| < 1, it follows from the comparison theorem or from the 
oo 

Weierstrass criterion that the series ^2 an converges absolutely. 
71=1 
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b) Since a is a partial limit of the sequence { ij/|an |} (Proposition 1), there 
exists a subsequence {ank} such that lim n */ |a n J = a. Hence if a > 1, 

n—too 

there exists K G N such that | a n J > 1 for all k > K, and so the necessary 
oo 

condition for convergence (an —> 0) does not hold for the series ^ an. It 
7 1 = 1 

therefore diverges. 
oo oo 

c) We already know that the series ^ n diverges and ^ ^ converges 
7 1 = 1 7 1 = 1 

(absolutely, since l-U = A)- At the same time, lim \ - = lim -A= = 1 
' n ' n n—too V n n—>-oo v n 

and lim" r / J = lim - O - = lim ( ^ = ) 2 = 1. D 

Example 27. Let us investigate the values of x G 1R for which the series 

oo 

£ ( 2 + (-l)»)V 
7 1 = 1 

converges. 
We compute a = lim ?/|(2 + ( - l ) n ) n .x n | = \x\ lim |2 + ( - l ) n | = 3|x|. 

n—>-oo 7i—>-oo 

Thus for |a:| < \ the series converges and even absolutely, while for \x\ > 3 
the series diverges. The case \x\ = | requires separate consideration. In the 
present case that is an elementary task, since for \x\ = | and n even (n = 2/c), 
we have (2 + (—l)2k) x2k = 32/cQ) = 1. Therefore the series diverges, 
since it does not fulfill the necessary condition for convergence. 

Corollary 10. (d'Alembert's test).6 Suppose the limit lim Qn + l 
On a ex­

ists for the series ^ an. Then, 
7 1 = 1 

oo 

a) if a < 1, the series ^ an converges absolutely; 
7 1 = 1 

oo 

b) if a > 1, the series ^ an diverges; 
7 1 = 1 

c) there exist both absolutely convergent and divergent series for which 
a = l. 

Proof, a) If a < 1, there exists a number q such that a < q < 1. Fixing o 
and using properties of limits, we find an index N G N such that | ^ ^ | < q 
for n > TV. Since a finite number of terms has no effect on the convergence 
of a series, we shall assume without loss of generality that | ^ ^ | < q for all 
ne N. 

Since 
Gn+l a>n 

^ 7 1 - 1 

02 

a i 
= 

&n+l 
a i 

6 J. L. d'Alembert (1717-1783) - French scholar specializing in mechanics. He was 
a member of the group of philosophes who wrote the Encyclopedic. 
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oo 

we find that |an+i| < |ai| • qn. But the series ^2 \ai\Qn converges (its sum is 
7 1 = 1 

I I °° 
obviously -yzr), so that the series ^ an converges absolutely. 

7 1 = 1 

b) If a > 1, then from some index N G N on we have | ^ ^ | > 1, that is, 
\a>n\ < |an+i |, an(^ the condition an —> 0, which is necessary for convergence, 

oo 

does not hold for the series J2 an-
7 1 = 1 

oo oo 

c) As in the case of Cauchy's test, the series ^2 n an<^ S ^ provide 
71 = 1 71=1 

examples. D 

Example 28. Let us determine the values of x G 1R for which the series 

oo 1 

71=1 

converges. 
For x = 0 it obviously converges absolutely. 
For x ^ 0 we have lim I ^ ^ I = lim -]§L = 0. 

n->-oo ' ° n ' n->-oo n _ t~ i 

Thus, this series converges absolutely for every value of x G R. 

Finally, let us consider another special, but frequently encountered class 
of series, namely those whose terms form a monotonic sequence. For such 
series we have the following necessary and sufficient condition: 

oo 

Proposition 2. (Cauchy). If ai > a,2 > • — > 0, the series ^ an converges 
7 1 = 1 

oo 

if and only if the series ^ 2ka2k = a\ -f 2a2 + 4a4 -f 8ag -f • • • converges. 
k=0 

Proof. Since 

&2 < ^2 < a\ , 

2a4 < a3 -f «4 < 2a2 , 

4a8 < a5 + a6 + a7 + a8 < 4a4 , 

2 (22n+i < (22n+l + ' ' ' + tt2n+x ^ 2 a2^ , 

by adding these inequalities, we find 

n(Sn+l — &l) < ^2^+! — Gi < Sn , 

where Afc = ai H h a/~ and 5 n = a\ -f 2a2 H h 2na2^ are the partial sums 
of the two series in question. The sequences {Ak} and {Sn} are nondecreas-
ing, and hence from these inequalities one can conclude that they are either 
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both bounded above or both unbounded above. Then, by the criterion for 
convergence of series with nonnegative terms, it follows that the two series 
indeed converge or diverge together. D 

This result implies a useful corollary. 
oo 

Corollary. The series ^ ^ converges forp > 1 and diverges forp < l.7 

71=1 

Proof. If p > 0, the proposition implies that the series converges or diverges 
simultaneously with the series 

oo ^ oo 

£ 2 f e ( i = £(2l-p)fe. 
k=0 V ; k=0 

and a necessary and sufficient condition for the convergence of this series is 
that q = 2 1 _ p < 1, that is, p > 1. 

oo 
If P < 0, the divergence of the series ^ ^ i s obvious, since all the terms 

71=1 

of the series are larger than 1. D 
oo 

The importance of this corollary is that the series J2 ^P 1S often used as 
71=1 

a comparison series to study the convergence of other series. 

c. The N u m b e r e as t h e Sum of a Series To conclude our study of series 
we return once again to the number e and obtain a series the provides a very 
convenient way of computing it. 

We shall use Newton's binomial formula to expand the expression 
(l -f ^) • Those who are unfamiliar with this formula from high school and 
have not solved part g) of Exercise 1 in Sect. 2.2 may omit the present ap­
pendix on the number e with no loss of continuity and return to it after 
studying Taylor's formula, of which Newton's binomial formula may be re­
garded as a special case. 

We know that e = lim (l + 1 ) n . 
n->-oo v n / 

By Newton's binomial formula 

Kr n 1 n(n — 1) 1 

n ( n - l ) - - - ( n - / c + l) 1 1 
k\ nk nn 

x ( 1 -*z i ) + . . . + ^( 1 _I) . . . ( 1 
\ n J n \ \ n / \ n 

7 Up to now in this book the number np has been defined formally only for rational 
values of p, so that for the moment the reader is entitled to take this proposition 
as applying only to values of p for which np is defined. 
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Setting (l + ^) = en and 1 + 1 + • • • ^ + • • • + ŷ — sn, we thus have 
en <sn (n = 1,2,...). 

On the other hand, for any fixed k and n > /c, as can be seen from the 
same expansion, we have 

i+i4(i4)+-4('4)-(i-^i)<--
As n —> oo the left-hand side of this inequality tends to s/~ and the right-

hand side to e. We can now conclude that s/~ < e for all k G N. 
But then from the relations 

we find that lim sn = e. 
n—too 

In accordance with the definition of the sum of a series, we can now write 

, 1 1 1 
1 + H + 2 ! + - + ^ ! + ' 

This representation of the number e is very well adapted for computation. 
Let us estimate the difference e — sn: 

1 1 
0 < e - sn = -——-r + -———- + • • • = 

( n + 1 ) ! (n + 2)! 

~ ( n + l ) ! L + n + 2 + (n + 2)(n + 3) + ' " J < 

1 r 1 1 -I _ 
< (n+ l ) lL + n + 2 + (n + 2)2 + " J " 

1 1 n + 2 1 
< ( n + l ) ! l _ _ i _ n ! ( n + l ) 2 n\n ' 

Thus, in order to make the absolute error in the approximation of e by 
sn less than, say 10 - 3 , it suffices that ^ < ^ Q . This condition is already 
satisfied by 56-

Let us write out the first few decimal digits of e: 

e = 2.7182818284590.... 

This estimate of the difference e — sn can be written as the equality 

e = sn H—^-, where 0 < 6n < 1 . 
n\n 

It follows immediately from this representation of e that it is irrational. 
Inded, if we assume that e = | , where p, q G N, then the number #!e must be 
an integer, while 
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,!e = 4 , + ^ ) = 9 ! + f| + || + ... + 2| + «i, 
V H q\qJ 1! 2! q\ q 

and then the number -1 would have to be an integer, which is impossible. 
For the reader's information we note tha t e is not only irrational, but also 

transcendental. 

3.1 .5 P r o b l e m s a n d Exerc i se s 

1. Show that a number x € R is rational if and only if its g-ary expression in any 
base q is periodic, that is, from some rank on it consists of periodically repeating 
digits. 

2. A ball that has fallen from height h bounces to height qh, where q is a constant 
coefficient 0 < q < 1. Find the time that elapses until it comes to rest and the 
distance it travels through the air during that time. 

3 . We mark all the points on a circle obtained from a fixed point by rotations of the 
circle through angles of n radians, where n € Z ranges over all integers. Describe 
all the limit points of the set so constructed. 

4. The expression 
1 

ni H j 
n2 H 

n3+ 

1 
1 

rik-i H 
nk 

where rik € N, is called a finite continued fraction, and the expression 
1 

ni H j 
n2 H 

713 + 

is called an infinite continued fraction. The fractions obtained from a continued 
fraction by omitting all its elements from a certain one on are called the convergents. 
The value assigned to an infinite continued fraction is the limit of its convergents. 

Show that: 

a) Every rational number ^ , where ra,n € N can be expanded in a unique 
manner as a continued fraction: 

ra 1 
— = Qi + i , 
n . 1 

<?2 + ; 

1 
1 

qn-i H 
qn 

assuming that qn ^ 1 for n > 1. 
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H i n t : The numbers g , . . . ,<7n, called the incomplete quotients or elements, can 
be obtained from the Euclidean algorithm 

m = n - q\ + n , 

n = n • q2 + r2 , 

n = 7*2 • <73 + T*3 , 

by writing it in the form 

m 1 1 
— = qi + —T— = g i + — 
n n/ri q2+ 

b) The convergents Ri = qi, R2 = qi H ,. • • satisfy the inequalities 
92 

771 
# 1 < ife < • • • < ifefc-1 < — < #2fc < #2fc -2 < * ' ' < R2 • 

n 
c) The numerators Pk and denominators Qk of the convergents are formed 

according to the following rule: 

Pk = Pk-iqk + Pk-2 , P2 = qiq2 , Pi = qi , 

Qfc = Qk-iqk + Qfc-2 , Q2 = q2 , Qi = 1 • 

d) The difference of successive convergents can be computed from the formula 

(-l)k 

Rk-Rk-i= J: n
J ( f c > i ) . 

e) Every infinite continued fraction has a determinate value. 

f) The value of an infinite continued fraction is irrational. 

g) 

1 + 

h) The Fibonacci numbers 1 ,1 ,2,3,5,8, . . . (that is, un = un-\ + un-2 and 
u\ = 112 = 1), which are obtained as the denominators of the convergents in g), are 
given by the formula 

1 (i^)-.(i^)-

i) The convergents Rk = ^ in g) are such that \ l ± ^ ~ Q^\> nT^g-

Compare this result with the assertions of Exercise 11 in Sect. 2.2. 
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5. Show that 

a) the equality 

1 1 1 1 
1 + 77 + ^ + • • • + - r + 1! 2! n\ n\n 1-2-2! (n - 1) • n • n\ 

holds for n > 2; 
oo 

b ) e = 3 - J^ ( n + l ) ( n + 2 ) ( n + 2 ) P 

n=0 

c) for computing the number e approximately the formula e « l + jj + ^j + 
• • • + ŷ + ^ is much better than the original formula e « l + Yt+-27 + •" ^F-
(Estimate the errors, and compare the result with the value of e given on p. 103). 

6. If a and b are positive numbers and p an arbitrary nonzero real number, then 
the mean of order p of the numbers a and b is the quantity 

*(- ,*) = ( ^ ) J . 

In particular for p = 1 we obtain the arithmetic mean of a and 6, for p = 2 their 
square-mean, and for p = —1 their harmonic mean. 

a) Show that the mean Sp(a, b) of any order lies between the numbers a and b. 

b) Find the limits of the sequences 

{Sn(a,b)}, {S-n(a,b)} . 

7. Show that if a > 0, the sequence xn+i = \ [xn + -^-) converges to the square 

root of a for any x\ > 0. 
Estimate the rate of convergence, that is, the magnitude of the absolute error 

\xn — y/o\ = \An\ as a function of n. 

8. Show that 

a) S0(n) = l° + --- + n° = n , 

^ / x .1 l n(n + 1) 1 o 1 
Si(n) = 1* + ... + *}= K

 2
 ; =-n2 + -n, 

c / \ i2 , , 2 n(n + l)(2n + l) 1 3 , 1 2 , 1 52(n) = 1 + • • • + n = -^ ^ '- = -n +-n + - n , 

c , . n 2(n + l ) 2 1 4 1 3 1 2 
&(n) = — K — — ' - = -n +-n +-n , 

and in general that 

Sk(n) = a,k+ink+1 H h a m + ao 

is a polynomial in n of degree k + 1. 

b) lim % ^ = - ^ - . 
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3.2 The Limit of a Function 

3.2.1 Definitions and Examples 

Let E be a subset of R and a a limit point of E. Let / : E —> R be a 
real-valued function defined on £". 

We wish to write out what it means to say that the value f(x) of the 
function / approaches some number A as the point x G E approaches a. It 
is natural to call such a number A the limit of the values of the function / , 
or the limit of / as x tends to a. 

Definition 1. We shall say (following Cauchy) that the function / : E —» R 
tends to A as x tends to a, or that A is the limit of f as x tends to a, if for 
every e > 0 there exists S > 0 such that \f(x) — A\ < e for every x G E such 
that 0 <\x- a\ <5. 

In logical symbolism these conditions are written as 

Me > 0 36 > 0 Vx G E (0 < \x - a\ < 6 => \f(x) - A\ < e) . 

If A is the limit of f(x) as x tends to a in the set E, we write / (x) —> A as 
x —> a, x G £ , or lim f(x) = A. Instead of the expression x —> a, x G E1, 

we shall as a rule use the shorter notation E 3 x —> a, and instead of 
lim /(x) we shall write lim f(x) = A. 

x—>a,x£E E3x—>a 

Example 1. Let E = R \ 0, and f(x) = xsin ^. We shall verify that 

lim x sin — = 0 . 
E3x^-0 X 

Indeed, for a given e > 0 we choose £ = £. Then for 0 < \x\ < 6 = e, 
taking account of the inequality |xs in^ | < \x\, we shall have |xs in^ | < e. 

Incidentally, one can see from this example that a function / : E —> R 
may have a limit as E 3 x —> a without even being defined at the point a 
itself. This is exactly the situation that most often arises when limits must 
be computed; and, if you were paying attention, you may have noticed that 
this circumstance is taken into account in our definition of limit, where we 
wrote the strict inequality 0 < \x — a\. 

We recall that a neighborhood of a point a G R is any open interval 
containing the point. 

Definition 2. A deleted neighborhood of a point is a neighborhood of the 
point from which the point itself has been removed. 



108 3 Limits 

If U(a) denotes a neighborhood of a, we shall denote the corresponding 
o 

deleted neighborhood by U(a). 
The sets 

UE(a) := EDU(a) , 

UE(a) := EDU{a) 

will be called respectively a neighborhood of a in E and a deleted neighborhood 
of a in E. 

o 

If a is a limit point of E, then UE(a) ¥" ® f° r every neighborhood U{a). 
If we temporarily adopt the cumbersome symbols U5

E(a) and V£(A) to 
denote the deleted ^-neighborhood of a in E and the ^-neighborhood of A in 
1R, then Cauchy's so-called "e-J-definition" of the limit of a function can be 
rewritten as 

lim / (*) = A) :=VVi(A) 3US
E(a) (f(US

E(a)) C Vi(A)) . 

This expression says that A is the limit of the function / : E —> 1R as x 
tends to a in the set E if for every e-neighborhood VJf (A) of A there exists 

a deleted neighborhood U6
E(a) of a in E whose image f(U6

E(a)) under the 
mapping / : E —> 1R is entirely contained in V£(A). 

Taking into account that every neighborhood of a point on the real line 
contains a symmetric neighborhood (a 6-neighborhood) of the same point, 
we arrive at the following expression for the definition of a limit, which we 
shall take as our main definition: 

Definition 3. 

Q i r n J(x) = A\ := VVR(A) 3UE(a) (f(UE(a)) C V R ( A ) ) . 

Thus the number A is called the limit of the function / : E —> 1R as x tends 
to a while remaining in the set E (a must be a limit point of E) if for every 
neighborhood of A there is a deleted neighborhood of a in E whose image 
under the mapping / : E —> 1R is contained in the given neighborhood of A. 

We have given several statements of the definition of the limit of a func­
tion. For numerical functions, when a and A belong to 1R, as we have seen, 
these statements are equivalent. In this connection, we note that one or an­
other of these statements may be more convenient in different situations. For 
example, the original form is convenient in numerical computations, since it 
shows the allowable magnitude of the deviation of x from a needed to ensure 
that the deviation of f(x) from A will not exceed a specified value. But from 
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the point of view of extending the concept of a limit to more general func­
tions the last statement the definition is most convenient. It shows that we 
can define the concept of a limit of a mapping f : X —> Y provided we have 
been told what is meant by a neighborhood of a point in X and Y, that is, 
as we say, a topology is given on X and Y. 

Let us consider a few more examples that are illustrative of the main 
definition. 

Example 2. The function 

{ 1 if x > 0 , 
0 if x = 0 , 

- 1 if x<0 

(read "signum x"8) is defined on the whole real line. We shall show that it 
has no limit as x tends to 0. The nonexistence of this limit is expressed by 

VA € R 3V(A) V£/(0) 3x G U(0) (f(x) £ V(A)) , 

that is, no matter what A we take (claiming to be the limit of sgn x as x —> 0), 
there is a neighborhood V(A) of A such that no matter how small a deleted 

o 

neighborhood U(0) of 0 we take, that deleted neighborhood contains at least 
one point x at which the value of the function does not lie in V(A). 

Since sgnx assumes only the values —1, 0, and 1, it is clear that no number 
distinct from them can be the limit of the function. For any such number has 
a neighborhood that does not contain any of these three numbers. 

But if A G {—1,0,1} we choose as V(A) the ^-neighborhood of A with 
e = | . The points —1 and 1 certainly cannot both lie in this neighborhood. 

o 

But, no matter what deleted neighborhood U(0) of 0 we may take, that 
neighborhood contains both positive and negative numbers, that is, points x 
where f{x) = 1 and points where f{x) = — 1. 

o 

Hence there is a point x G U(0) such that f(x) £ V(A). 
If the function / : E —> R is defined on a whole deleted neighborhood of 

o o o 

a point a G R, that is, when UE(P) = UR(CL) = U(a), we shall agree to write 
more briefly x —> a instead of E 3 x —> a. 

Example 3. Let us show that lim |sgnx| = 1. 
x—>-0 

Indeed, for x G R \ 0 we have |sgnx| = 1, that is, the function is con-
o 

stant and equal to 1 in any deleted neighborhood [/(0) of 0. Hence for any 

neighborhood V(l) we obtain / ( t / (0 ) ) = 1 G V(l). 

The Latin word for sign. 
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Note carefully that although the function |sgnx| is defined at the point 
0 itself and |sgn0| = 0, this value has no influence on the value of the limit 
in question. Thus one must not confuse the value f(a) of the function at the 
point a with the limit lim f(x) that the function has as x —> a. 

x-^-a 

Let R- and 1R+ be the sets of negative and positive numbers respectively. 

Example A. We saw in Example 2 that the limit lim sgnx does not exist. 
• R3x-K) 

Remarking, however, that the restriction sgn|]&_ of sgn to 1R_ is a constant 
function equal to —1 and sgn|]R+ is a constant function equal to 1, we can 
show, as in Example 3, that 

lim sgnx = — 1, and lim sgnx = 1 , 
R_3x->-0 R+3x->-0 

that is, the restrictions of the same function to different sets may have dif­
ferent limits at the same point, or even fail to have a limit, as shown in 
Example 2. 

Example 5. Developing the idea of Example 2, one can show similarly that 
sin - has no limit as x —> 0. 

X 
o 

Indeed, in any deleted neighborhood U(0) of 0 there are always points of 
the form — , * „ and , * —, where n G N. At these points the function 

—7r/z+z7rn 7r/z+z7rn ' ^ 

assumes the values —1 and 1 respectively. But these two numbers cannot 
both lie in the e-neighborhood V(A) of a point A G R if e < 1. Hence no 
number A G 1R can be the limit of this function as x —> 0. 
Example 6. If 

E_ = {x G R| x = — - — , n G NJ 

and 

E+ = {x G Ml x = —-—-— , n G NJ , 

then, as shown in Example 4, we find that 

lim sin — = — 1 and lim sin — = 1 . 
E-3x-+0 X E+3x-+0 X 

There is a close connection between the concept of the limit of a sequence 
studied in the preceding section and the limit of an arbitrary numerical-
valued function introduced in the present section, expressed by the following 
proposition. 
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Proposition 1. 9 The relation lim f(x) = A holds if and only if for every 
E3x-+a 

sequence {xn} of points xn G E\a converging to a, the sequence {f(xn)} 
converges to A. 

Proof The fact that ( lim fix) = AJ => ( lim f(xn) = A) follows im-
\ E3x-+a J \n->-oo / 

mediately from the definitions. Indeed, if lim f{x) = A, then for any 
E3x—>a 

o 
neighborhood V(A) of A there exists a deleted neighborhood UE(O) of the 

o 

point a in E such that for x G UE(O) we have f(x) G V(A). If the sequence 
{xn} of points in E \ a converges to a, there exists an index N such that 

o 

#n £ UE(O) for n> N, and then f(xn) G V(A). By definition of the limit of 
a sequence, we then conclude that lim f(xn) = A. 

n—>-oo 

We now prove the converse. If A is not the limit of f{x) as E 3 x —> a, 
then there exists a neighborhood V(A) such that for any n G N, there is a 
point xn in the deleted ^-neighborhood of a in E such that f(xn) £ V(A). 
But this means that the sequence {f(xn)} does not converge to A, even 
though {xn} converges to a. • 
3.2.2 Properties of the Limit of a Function 

We now establish a number of properties of the limit of a function that are 
constantly being used. Many of them are analogous to the properties of the 
limit of a sequence that we have already established, and for that reason 
are essentially already known to us. Moreover, by Proposition 1 just proved, 
many properties of the limit of a function follow obviously and immediately 
from the corresponding properties of the limit of a sequence: the uniqueness 
of the limit, the arithmetic properties of the limit, and passage to the limit 
in inequalities. Nevertheless, we shall carry out all the proofs again. As will 
be seen, there is some value in doing so. 

We call the reader's attention to the fact that, in order to establish the 
properties of the limit of a function, we need only two properties of deleted 
neighborhoods of a limit point of a set: 

o 

Bi) UE(P) 7̂  05 that is, the deleted neighborhood of the point in E is 
nonempty; 

B2) VU'E(a)VU"E(a)3UE(a) (uE(a) C U'E(a)nU"E(a)), 
that is, the intersection of any pair of deleted neighborhoods contains a 
deleted neighborhood. This observation leads us to a general concept of a 
limit of a function and the possibility of using the theory of limits in the 

9 This proposition is sometimes called the statement of the equivalence of the 
Cauchy definition of a limit (in terms of neighborhoods) and the Heine definition 
(in terms of sequences). 
E. Heine (1821-1881) - German mathematician. 
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future not only for functions defined on sets of numbers. To keep the discus­
sion from becoming a mere repetition of what was said in Sect. 3.1, we shall 
employ some useful new devices and concepts that were not proved in that 
section. 

a. General Properties of the Limit of a Function We begin with some 
definitions. 

Definition 4. As before, a function f : E —> TSL assuming only one value 
is called constant A function / : E —> R is called ultimately constant as 

o 

E 3 x —> a if it is constant in some deleted neighborhood JJE {a) > where a is 
a limit point of E. 

Definition 5. A function / : E —> R is bounded, bounded above, or bounded 
below respectively if there is a number C G 1R such that \f(x)\ < C, f(x) < C, 
or C < f(x) for all x G E. 

If one of these three relations holds only in some deleted neighborhood 
o 

UE(O), the function is said to be ultimately bounded, ultimately bounded above, 
or ultimately bounded below as E 3 x —> a respectively. 

Example 7. The function f(x) = ( s in^ + xcos^) defined by this formula 
for x 7̂  0 is not bounded on its domain of definition, but it is ultimately 
bounded as x —> 0. 

Example 8. The same is true for the function f{x) = x on 1R. 

Theorem 1. a) ( / : E —> 1R is ultimately the constant A as E 3 x —> a) => 

( lim f(x)=A). 
\ E3x-+a / 

b) [3 lim f(x)) => ( / : E —> ]R is ultimately bounded as E 3 x —> a). 
V E3x—^a / 

c) f lim f{x) = A1)t\( lim f(x) = A2) =* {Ax = A2). 
\ E3x-+a J \ E3x-+a J 

Proof. The assertion a) that an ultimately constant function has a limit, 
and assertion b) that a function having a limit is ultimately bounded, follow 
immediately from the corresponding definitions. We now turn to the proof of 
the uniqueness of the limit. 

Suppose A\ 7̂  A2. Choose neighborhoods V(A\) and V(A2) having no 
points in common, that is, V{A\) fl V(A2) = 0 . By definition of a limit, we 
have 

lim /(*) = A, =» 3U'E(a) (f(U'E(a)) C V(A1)) , 
E3x-+a \ / 

lim /(*) = A2 =• 3U"E(a) (f{U"E(a)) C V(A2)) . 
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o 

We now take a deleted neighborhood JJE (p) of a (which is a limit point of 
o o o 0 

E) such that UE(P) C t / ^ (a) C W E (a). (For example, we could take UE(O>) = 
o o 

UfE(a) fl U"E(O), since this intersection is also a deleted neighborhood.) 
Since UE{p) ¥" 0> w e t a k e x e

 UE(O). We then have f{x) G V(A1)nV(A2), 
which is impossible since the neighborhoods V(A\) and V(A2) have no points 
in common. D 

b. Passage to the Limit and Arithmetic Operations 

Definition 6. If two numerical-valued functions / : E —> R and g : E —> R 
have a common domain of definition E, their sum, product, and quotient are 
respectively the functions defined on the same set by the following formulas: 

(/ + <?)(*) := f(x) + g(x) , 

(f • 9)(x) ~ f(x) • g(x) , 

(£)<•> -9> ' g(x) 
ifg(x) ^Ofor xe E . 

Theorem 2. Let f : E —> ]R and g : E —> ]R be two functions with a common 
domain of definition. 

If lim f{x) = A and lim g{x) = B, then 
E3x-+a E3x-+a 

a) lim (f+g)(x) = A + B; 
E3x-+a 

b) lim (f-g)(x)=A-B; 
E3x-+a 

/ f\ A 
c) lim ( - ) = —, ifB^O and g(x) ^ 0 for x e E. 

E3x-+a \g/ B 

As already noted at the beginning of Subsect. 3.2.2, this theorem is an 
immediate consequence of the corresponding theorem on limits of sequences, 
given Proposition 1. The theorem can also be obtained by repeating the 
proof of the theorem on the algebraic properties of the limit of a sequence. 
The changes needed in the proof in order to do this reduce to referring to 

o 

some deleted neighborhood UE(O) of a in E, where previously we had referred 
to statements holding "from some N G N on". We advise the reader to verify 
this. 

Here we shall obtain the theorem from its simplest special case when 
A = B = 0. Of course assertion c) will then be excluded from consideration. 

A function / : E —> 1R is said to be infinitesimal as E 3 x —> a if 
lim f{x) = 0. 

E3x-+a 

Proposition 2. a) If a : E —> TSL and (3 : E —> R are infinitesimal functions 
as E 3 x —> a, then their sum a + (3 : E —> R is also infinitesimal as 
E 3 x -> a. 
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b) Ifa:E-±R and (3 : E —> R are infinitesimal functions as E 3 x —> a, 
then their product a • (3 : E —> R is also infinitesimal as E 3 x —> a. 

c)Ifa:E-*Ris infinitesimal as E 3 x —> a and {3 : E —> R is ultimately 
bounded as E 3 x —> a, then the product a • (3 : E —> R is infinitesimal as 
E 3 x -> a. 

Proof, a) We shall verify that 

( lim a(x) = o) A ( lim j3lx) = 6) => ( lim (a + (3){x) = 6) . 

Let e > 0 be given. By definition of the limit, we have 

(^ l i rn^a(z ) = o) => ( a t / ' ^ a ) Vz G C/'^a) ( |a(z)| < | ) ) , 

( Jm^ /? ( : z ) = 0) =* ( 3 f / \ ( a ) Vx G tf'fe(a) (\(3(x)\ < | ) ) . 

o ° ° 
Then for the deleted neighborhood UE(O>) C U'E(O) fl U"E{O) we obtain 

Vz G [fc(a) |(a + /?)(z)| = |a(x) + /?(z)| < |a(x)| + \(3(x)\ < e , 

That is, we have verified that lim (a + /?)(#) = 0. 
E3x-+a 

b) This assertion is a special case of assertion c), since every function that 
has a limit is ultimately bounded. 

c) We shall verify that 

( lim a(x) = o) A (3MeR3UE(a)Vx £UE(a)(\/3(x)\<M)) ^ 
\ E3x—va / \ / 

=> ( lim a(x)0(x) = 6) . 
\ E3x-+a J 

Let e > 0 be given. By definition of limit we have 

( s l i m aa{x) = o) =* (3 t / ' s (a ) V* e U'E(a) (\a(x)\ < ^ ) ) . 

o o 0 

Then for the deleted neighborhood U"E(CL) C U'E(O) H UE{°), we obtain 

V* € tF'fe(a) |(o • j9)(x)| = \a(x)p(x)\ = \a(x)\ \0{x)\ < -^ • M = e . 

Thus we have verified that lim a(x)(3(x) = 0. • 
E3x-+a 

The following remark is very useful: 
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Remark 1. 

( lim fix) = A)<& (fix) =A + a(x) A lim a(x) = 6). 
\ E3x-+a J \ E3x-+a J 

In other words, the function / : E —> 1R tends to A if and only if it can 
be represented as a sum A + a(x), where a(x) is infinitesimal as E 3 x —> a. 
(The function a(x) is the deviation of f(x) from A.)10 

This remark follows immediately from the definition of limit, by virtue of 
which 

lim fix) =A& lim (fix) - A) = 0 . 
E3x^aK J E3x-+ayJK '• } 

We now give the proof of the theorem on the arithmetic properties of the 
limit of a function, based on this remark and the properties of infinitesimal 
functions that we have established. 

Proof a) If lim f(x) = A and lim g(x) = B, then f(x) = A + a(x) and 
E3x-+a E3x-+a 

g(x) = B + P(x), where a(x) and (3(x) are infinitesimal as E 3 x —> a. Then 
(/ + d)(x) = / (*) + d(x) = A + <*(x) + B + P(x) = (A + B)+ 7 (x) , where 
j(x) = a(x) + P(x), being the sum of two infinitesimals, is infinitesimal as 
E 3 x -> a. 

Thus lim ( / + g)[x) = A + B. 
E3x-+a 

b) Again representing f(x) and g(x) in the form f(x) = A + a(x), g(x) = 
B -f /?(#), we have 

(/ • 9)(x) = f(x)g(x) = (A + a{x)) (B + /?(*)) =A-B + 7 ( s ) , 

where j(x) = A(3(x) + Ba(x) + a(x)(3(x) is infinitesimal as E 3 x —> a 
because of the properties just proved for such functions. 

Thus, lim (/ • g)(x) = A • B. 
E3x-+a 

c) We once again write f(x) = A + OL{X) and g(x) = B + /?(#), where 
lim a(x) = 0 and lim j3(x) = 0. 

E3x-+a E3x-+a 
o 

Since B ^ 0, there exists a deleted neighborhood UE(O), at all points of 
which \0(x)\ < if1, and hence \g(x)\ = \B + P(x)\ > \B\ - \0(x)\ > if1. 

O 1 9 1 

Then in UE(O) we shall also have T-T^T < my, that is, the function -^ is 
ultimately bounded as E 3 x —> a. We then write 

10 Here is a curious detail. This very obvious representation, which is nevertheless 
very useful on the computational level, was specially noted by the French mathe­
matician and specialist in mechanics Lazare Carnot (1753-1823), a revolutionary 
general and academician, the father of Sadi Carnot (1796-1832), who in turn was 
the creator of thermodynamics. 
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\g)K } B g(x) B B + 0(x) B 

1->(Ba(x) + A(3(x))=7(x). 
g{x) By 

By the properties of infinitesimals (taking account of the ultimate bounded-
ness of -zhfi) we find that the function 7(2;) is infinitesimal as E 3 x —> a. 

Thus we have proved that lim (-)(x) = 4 . D 
E3x—^a 9 

c. Passage to the Limit and Inequalities 

Theorem 3. a) / / the functions f : E —> 1R and g : E —> R are such that 
lim f(x) = A, and lim g(x) = B and A < B, then there exists a deleted 

E3x-+a E3x-+a 
o 

neighborhood UE{O) °f a in E at each point of which f(x) < g(x). 
b) / / the relations f{x) < g(x) < h(x) hold for the functions f : E —> R, 

g : E —> R, and h : E —> R, and if lim f(x) = lim h(x) = C, then the 
E3x-+a E3x-+a 

limit of g(x) exists as E 3 x —> a, and lim g{x) = C. 
E3x-+a 

Proof a) Choose a number C such that A < C < B. By definition of limit, we 
o o 

find deleted neighborhoods U'E{O) and U"E(a) of a in E such that \f(x)— A\ < 

C - A for x G U'E(a) and \g[x) - B\ < B - C for x G U"E{a). Then at any 
o 0 0 

point of a deleted neighborhood UE(O) contained in U'E{O) H U"E(O), we find 

f(x) < A+ (C - A) = C = B - (B - C) < g(x) . 

b) If lim f{x) = lim h{x) = C, then for any fixed e > 0 there exist 
E3x-+a E3x-+a 

o o 
deleted neighborhoods U'E{O) and U"E(O) of a in E such that C — e < f{x) 

o o 

for x G U'E(O) and h(x) < C + e for x G U"E(O). Then at any point of a 
o 0 0 

deleted neighborhood UE(O>) contained in U'E(O) fl UfE(a), we have C — e < 
f(x) < g(x) < h(x) < C + £, that is, \g(x) — C\ < s, and consequently 

lim g(x) = C. D 
E3x-+a 
Corollary. Suppose lim f(x) = A and lim g(x) = B. Let UE{O) be a 

E3x-+a E3x-+a 
deleted neighborhood of a in E. 

o 

a) If f(x) > g(x) for all x G UE(O), then A> B ; 
o 

b) f(x) > g(x) for all x G UE(O)> then A> B ; 

c) f(x) > B for all x G UE{P), then A> B ; 

d) f(x) > B for all x G UE(O>), then A>B. 
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Proof. Using proof by contradiction, we immediately obtain assertions a) and 
b) of the corollary from assertion a) of Theorem 3. Assertions c) and d) follow 
from a) and b) by taking g(x) = B. • 

d. Two Important Examples Before developing the theory of the limit of 
a function further, we shall illustrate the use of the theorems just proved by 
two important examples. 

Example 9. 

smx 
lim = 1 . 
x^-0 X 

Here we shall appeal to the definition of sin x given in high school, that 
is, sinx is the ordinate of the point to which the point (1,0) moves under a 
rotation of x radians about the origin. The completeness of such a definition 
is entirely a matter of the care with which the connection between rotations 
and real numbers is established. Since the system of real numbers itself was 
not described in sufficient detail in high school, one may consider that we 
need to sharpen the definition of sin x (and the same is true of cos x). 

We shall do so at the appropriate time and justify the reasoning that for 
now will rely on intuition. 

a) We shall show that 

o S i n x . . ^ , , 7T 
cos x < < 1 for 0 < \x\ < — . 

x 2 

Proof. Since cos2 x and ^ ^ are even functions, it suffices to consider the case 
0 < x < 7r/2. By Fig. 3.1 and the definition of cosx and sinx, comparing the 
area of the sector <OCD, the triangle AOAB, and the sector <OAB, we 
have 

S<iocD = — |OC7| • | CD | = -(cosx)(xcosx) = -xcos 2 x < 
z z z 

< SAOAB = x \ ° A \ • \BC\ = o " 1 " s [ n x = o sinx < 

< S<OAB = \\OA\ -\AB\ = \-l-x=\x. 

B = (cos x, sinx) 

Fig. 3.1. 
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Dividing these inequalities by \x, we find that the result is what was 
asserted. • 

b) It follows from a) that 

| sin re| < \x\ 

for any x G R , equality holding only at x = 0. 

Proof. For 0 < \x\ < 7r/2, as shown in a), we have 

| sin re| < \x\ . 

But | sinx | < 1, so that this last inequality also holds for \x\ > n/2 > 1. Only 
for x = 0 do we find sin x = x = 0. • 

c) It follows from b) that 

lim sin x = 0 . 
x^O 

Proof. Since 0 < I sinx| < \x\ and lim \x\ = 0, we find by the theorem on the 
cc—>-0 

limit of a function and inequalities (Theorem 3) that lim | sinx| = 0, so that 
x—>0 

l imsinx = 0. • 
x^O 

d) We shall now prove that lim ^^^ = 1. ; K x^o x 

Proof Assuming that \x\ < 7r/2, from the inequality in a) we have 

. 9 sinx 
1 - snr x < < 1 . 

x 

But lim(l — sin2x) = 1 — lim sinx • lim sinx = 1 — 0 = 1, so that by 
x^f-0 x^f-0 x^f-0 

the theorem on passage to the limit and inequalities, we conclude that 
lim s»Li£ = 1# • 
*->() x 

Example 10. Definition of the exponential, logarithmic, and power functions 
using limits. We shall now illustrate how the high-school definition of the 
exponential and logarithmic functions can be completed by means of the 
theory of real numbers and limits. 

For convenience in reference and to give a complete picture, we shall start 
from the beginning. 

a) The exponential function. Let a > 1. 

1° For n G N we define inductively a1 := a, a n + 1 := an • a. 
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In this way we obtain a function an defined on N, which, as can be seen 
from the definition, has the property 

if m, n G N and m > n. 

2° This property leads to the natural definitions 

a0 := 1 , a~n := — for n G N , 
an 

which, when carried out, extend the function an to the set Z of all integers, 
and then 

am • an = a m + n 

for any m, n G Z. 

3°. In the theory of real numbers we have observed that for a > 0 and 
n € N there exists a unique nth root of a, that is, a number x > 0 such that 
xn = a. For that number we use the notation a1/71. It is convenient, since it 
allows us to retain the law of addition for exponents: 

a = a1 = (a^n)n = a1^ • • • a1^ = a 1 ^ " ' ^ . 

For the same reason it is natural to set am / n := (a1/71)771 and a _ 1 / n := 
(a1/71)"1 for n G N and m G Z. If it turns out that a^^^71^ = am/n for 
k G Z, we can consider that we have defined ar for r G Q. 

4° For numbers 0 < x, 0 < y, we verify by induction that for n G N 

(x < y) <£> (xn < yn) , 

so that, in particular, 
(x = y)<* (xn = yn) . 

5° This makes it possible to prove the rules for operating with rational 
exponents, in particular, that 

a(mk)/(nk) = am/n for fc G Z 

and 
ami/ni m am2/ri2 _ flmi/ni+m2/ri2 

Proof. Indeed, a^W^V > 0 and am / n > 0. Further, since 

ra(mk)/(nk)\nk = / / i / ( n f c ) | m f c \ 

= (a
1/(nk))mk'nk = ((a1/(nk))nk)mK = a 

. nk 

mk 
mk 
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and 
^m/n^nk = ^/n^mk = ^ k ? 

it follows that the first of the inequalities that needed to be verified in con­
nection with point 4° is now established. 

Similarly, since 

Lmi/ni . am2 /n2 \n in2 _ /flmi/m\»in2 # /
r
am2/n2\nin2 _ 

_ ((o}/n^\n\ 1 2 • I (a1/712)712 ) 2 1 = am i n 2 • am2ni = a^i^+rn2ni 

and 

/arai/ni+m2/n2\nin2 _ / (min2+m2ni)/(nin2)\
nin2 _ 

= ((a1/(nin2A) = Qj
rnin2+m2ni 

the second equality is also proved. • 

Thus we have defined ar for r G Q and ar > 0; and for any r±, r2 G Q, 

a r i • ar2 = a r i + r 2 . 

6° It follows from 4° that for n , r 2 G Q 

( n < r2) =* (a r i < a r2) . 

Proo/. Since (1 < a) <=> (1 < a1/71) for n G N, which follows immediately 
from 4°, we have {al/n)m = am/n > 1 for n, ra G N, as again follows from 4°. 
Thus for 1 < a and r > 0, r G Q, we have ar > 1. 

Then for n < r2 we obtain by 5° 

ar2 = a r i • ar2~ri > ari • 1 = a r i . D 

7° We shall show that for r0 G <Q> 

lim a r = aro . 
<Q>3r->-ro 

Proof. We shall verify that ap —> 1 as Q3 p —> 0. This follows from the fact 
that for \p\ < ^ we have by 6° 

a"1/" < ap < a1/71 . 

We know that o}ln —> 1 (and a _ 1 / n —> 1) as n —> oo. Then by standard 
reasoning we verify that for £ > 0 there exists 5 > 0 such that for |p| < 5 we 
have 

1 - e < oP < 1 + e . 

We can take i as 5 here if 1 — e < a _ 1 / n and a1/71 <l + e. 
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We now prove the main assertion. 
Given e > 0, we choose 5 so that 

1 - €a~ro < ap < 1 + €a~ro 

for \p\ < 5. If now \r — r0 | < 5, we have 

a r o( l - ea-ro) < ar = ar° • ar~r° < a r°(l -f £a" r°) , 

which says 
ar° - e < ar < ar° + e . D 

Thus we have defined a function ar on Q having the following properties: 

a1 = a > 1 ; 

a r i -a r2 = a r i + r 2 ; 

a r i < a7*2 for n < r2 ; 

a r i -* ar2 as Q 3 ri -> r2 . 

We now extend this function to the entire real line as follows. 

8° Let x G M, 5 = sup a r , and i = inf a r . It is clear that s,i G M, 

since for ri < x < r2 we have a r i < a7*2. 
We shall show that actually s = i (and then we shall denote this common 

value by ax). 

Proof. By definition of s and i we have 

ari <s<i< ar2 

for n < x < r2. Then 0 < i - s < aT2 - aTl = aTl ( a r 2 _ r i - 1) < s(aT2-Tl - 1). 
But ap —> 1 as Q 3 p —> 0, so that for any e > 0 there exists 5 > 0 such that 
a r 2 - n _ x < £ / 5 for 0 < r2 - ri < 5. We then find that 0 < i - s < e, and 
since e > 0 is arbitrary, we conclude that i = s. • 

We now define ax := s = i. 

9° Let us show that ax = lim oT. 
Q3r^x 

Proof. Taking 8° into account, for e > 0 we find r' < x such that s — e < 
ar < s = ax and r" such that ax = i < ar < i + e. Since r' < r < r" implies 
ar < ar < ar , we then have, for all r G Q in the open interval ]r', r"[, 

ax - e < ar < ax + e. • 

We now study the properties of the function ax so defined on R. 

10° For xux2 G R and a > 1, (xi < x2) => (aXl < aX2). 
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Proof. On the open interval ]#i, x2[ there exist two rational numbers r\ < r2. 
If x\ < r\ < r2 < x2, by the definition of ax given in 8° and the properties 
of the function ax on Q, we have 

aXl < ari < ar2 < aX2 . D 

11° For any xux2e R, aXl • aX2 = aXl+X2. 

Proof. By the estimates that we know for the absolute error in the product 
and by property 9°, we can assert that for any e > 0 there exists 5' > 0 such 
that 

for \xi — r i | < 6', and \x2 — r2\ < S'. Making 5' smaller if necessary, we can 
choose 8 < 5' such that we also have 

a n + r 2 _ £ < axi+x2 < a r i + r 2 + £ 
z z 

for |xi - r i | < 5 and |x2 - r2 | < 5, that is, \(xi -f x2) - {r\ -f r 2 ) | < 25. 
But a r i • a7*2 = a r i + r 2 , for r i , r 2 G Q, so that these inequalities imply 

aXl • aX2 - e < aXl+X2 < aXl - aX2 + e . 

Since e > 0 is arbitrary, we conclude that 

aXl • aX2 = aXl+X2 . • 

12° lim ax = ax°. (We recall that ux —> Xo" is an abbreviation of 
X—+Xo 

t 3 X 4 X 0 " ) . 

Proof. We first verify that lim ax = 1. Given £ > 0, we find n G N such that 
c c — • ( ) 

l - e < a - 1 / n < a 1 / n < 1 + e . 

Then by 10°, for \x\ < 1/n we have 

1 - e < a" 1 / n < a^ < a1 / n < 1 + e , 

that is, we have verified that lim ax = 1. 

If we now take 5 > 0 so that la*-*0 — 1| < ea~x° for |x — Xo\ < 5, we find 

aXo - e < ax = aXo(ax-Xo - 1) < ax° + e , 

which verifies that lim a* = ax°. • 

13° We shall show that the range of values of the function x H> a* is the 
set R + of positive real numbers. 
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Proof. Let yo G R+. If a > 1, then as we know, there exists n G N such that 
a~n <yo< an. 

By virtue of this fact, the two sets 

A = {x G R| ax < y0} and B = {x G R| y0 < ax} 

are both nonempty. But since (xi < #2) <=> (aXl < aX2) (when a > 1), for 
any numbers Xi,x2 G R such that xi e A and #2 G B we have Xi < #2. 
Consequently, the axiom of completeness is applicable to the sets A and JB, 
and it follows that there exists Xo such that x± < Xo < X2 for all Xi G A and 
X2 G JB. We shall show that a*0 = yo. 

If a*0 were less than y0, then, since a
Xo+1/n —• a*0 as n —• 00, there 

would be a number n G N such that a*0*1/71 < yo. Then we would have 
(xo -f ^) G A, while the point xo separates A and JB. Hence the assumption 
ax° < Vo is untenable. Similarly we can verify that the inequality ax° > yo 
is also impossible. By the properties of real numbers, we conclude from this 
that ax° =yo- • 

14° We have assumed up to now that a > 1. But all the constructions 
could be repeated for 0 < a < 1 . Under this condition 0 < ar < 1 if r > 0, 
so that in 6° and 10° we now find that (xi < X2) => (aXl > aX2) where 
0 < a < 1. 

Thus for a > 0, a 7̂  1, we have constructed a real-valued function x H> ax 

on the set R of real numbers with the following properties: 
1) a1 = a; 
2) aXl -aX2 = a * 1 + * 2 ; 
3) ax —• ax° as x —> xo; 
4) (aXl < aX2) <£> (xi < x 2) if a > 1, and (aXl > aX2) <£> (xi < x 2 ) if 

0 < a < 1; 
5) the range of values of the mapping x H> ax is R + = {y G R| 0 < y}, 

the set of positive numbers. 

Definition 7. The mapping x H> a* is called the exponential function with 
base a. 

The mapping x H> e*, which is the case a = e, is encountered particu­
larly often and is frequently denoted exp x. In this connection, to denote the 
mapping x H) ax, we sometimes also use the notation exptt x. 

b) The logarithmic function The properties of the exponential function 
show that it is a bijective mapping exptt : R —> R + . Hence it has an inverse. 

Definition 8. The mapping inverse to exptt : R —> R + is called the logarithm 
to base a (0 < a, a ^ 1), and is denoted 

logo : R+ -+ R . 

Definition 9. For base a = e, the logarithm is called the natural logarithm 
and is denoted In : R+ —> R. 
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The reason for the terminology becomes clear under a different approach 
to logarithms, one that is in many ways more natural and transparent, which 
we shall explain after constructing the fundamentals of differential and inte­
gral calculus. 

By definition of the logarithm as the function inverse to the exponential 
function, we have 

VxGR (log0(a*) = x) , 
V y e R + (alo^y = y). 

It follows from this definition and the properties of the exponential func­
tion in particular that in its domain of definition R+ the logarithm has the 
following properties: 

l ' ) l o g a a = l; 
2 ' ) loga(2/i * 2/2) = loga 2/1 + loga y2\ 
3') loga y -> loga y0 as R+ 3 y -> y0 € R+; 
4 ' ) (loSa2/i < logay2) & (yi < 2/2) if a > 1 and (log0j/i > \ogay2) & 

(yi <2/2) if 0 < a < 1; 
5') the range of values of the function logtt : R+ —> R is the set R of all 

real numbers. 

Proof. We obtain 1') from property 1) of the exponential function and the 
definition of the logarithm. 

We obtain property 2') from property 2) of the exponential function. 
Indeed, let x\ = logayi and x2 = \ogay2. Then yi = aXl and y2 = aX2, and 
so by 2), yi • 2/2 = aXl -aX2 = aXl+X2

) from which it follows that \oga(yi -y2) = 
Xi +X2. 

Similarly, property 4) of the exponential function implies property 4') of 
the logarithm. 

It is obvious that 5) => 5'). 
Property 3') remains to be proved. 
By property 2') of the logarithm we have 

\ogay-\ogay0 = \oga(^-) , 

and therefore the inequalities 

-e < logtt y - logtt y0<e 

are equivalent to the relation 

log t t(a-£) = -e< loga (^-) <e = \oga(a
£) , 

which by property 4') of the logarithm is equivalent to 

-a£ < — < a£ for a > 1 , 
Vo 

a£ < — < a~£ for 0 < a < 1 . 
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In any case we find that if 

yoa~£ < y < y^a6 when a > 1 

or 

we have 

yoa£ < y < yoa £ when 0 < a < 1 , 

-e < logtt y - logtt y0 < e . 

Thus we have proved that 

lim logo2/ = logoi/0 . • 
R+ 3y->y0 GR+ 

Figure 3.2 shows the graphs of the functions ex, 10^, lnx, and log10x =: 
logx; Fig. 3.3 gives the graphs of (^)x, 0.1^, logi^x, and log0<1 x. 

We now give a more detailed discussion of one property of the logarithm 
that we shall have frequent occasion to use. 

We shall show that the equality 

6') loga(6a) = a log a 6 

holds for any b > 0 and any a G M. 

Proof. 1° The equality is true for a = n G N. For by property 2') of the 
logarithm and induction we find log0(yi • • • yn) = logtt y\ H h logtt yn, so 
that 

loga(&n) = loga &+••• + loga b = n loga b . 

logio ^ 

Fig. 3.2. 
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(1/e)* 

Fig. 3.3. 

2° logjfc-1) = - loga b, for if 0 = loga b, then 

6 = </, b'1 = a'13 and l o g ^ - 1 ) = - 0 . 

3° Prom 1° and 2° we now conclude that the equality logQ(6a) = a loga b 
holds for a € Z. 

4° \oga{bl'n) = £ loga 6 for n € Z. Indeed, 

loga6 = log a(6 1 /") n = n log a (6 1 / " ) . 

5° We can now verify that the assertion holds for any rational number 
a = £ G Q. In fact, 

m 
n 

loga 6 = mloga (61/") = loga {bl'n)m = loga (6m/») . 

6°. But if the equality logtt b
r = r logtt b holds for all r G Q, then letting r 

in Q tend to a, we find by property 3) for the exponential function and 3') 
for the logarithm that if r is sufficiently close to a, then br is close to ba and 
logtt b

r is close to logtt b
a. This means that 

lim logtt b
r = logtt b

a . 
Q3r—>oc 

But logtt b
r = r logtt 6, and therefore 

loga b
a = lim loga 6

r = lim r loga 6 = a loga 6 . • 
QBr^a Q3r^>a 
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From the property of the logarithm just proved, one can conclude that 
the following equality holds for any Q ^ G M and a > 0: 

6) (aa)P = aaP. 

Proof. For a = 1 we have la = 1 by definition for all a £ M. Thus the equality 
is trivial in this case. 

If a 7̂  1, then by what has just been proved we have 

logaCK)") = £ l o g > a ) = 13-a loga a = f3 • a = log a (a^) , 

which by property 4') of the logarithm is equivalent to this equality. • 

c) The power function. If we take la = 1, then for all x > 0 and a G R 
we have defined the quantity xa (read "x to power a"). 

Definition 10. The function x H> xa defined on the set R+ of positive 
numbers is called a power function, and the number a is called its exponent. 

A power function is obviously the composition of an exponential function 
and the logarithm; more precisely 

xoc _ aloga(a;Q:) _ a a l o g a : r ^ 

Figure 3.4 shows the graphs of the function y = xa for different values of 
the exponent. 

3.2.3 The General Definition of the Limit of a Function 
(Limit over a Base) 

When proving the properties of the limit of a function, we verified that the 
only requirements imposed on the deleted neighborhoods in which our func­
tions were defined and which arose in the course of the proofs were the prop­
erties Bi) and B2), mentioned in the introduction to the previous subsection. 
This fact justifies the definition of the following mathematical object. 
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a. Bases; Definition and Elementary Properties 

Definition 11. A set B of subsets B c X of a set X is called a base in X if 
the following conditions hold: 

B1)VBeB(B^0); 
B2) VJBI eB\/B2eB3BeB (BcBiH B2). 

In other words, the elements of the collection B are nonempty subsets of 
X and the intersection of any two of them always contains an element of the 
same collection. 

We now list some of the more useful bases in analysis. 

Notation for 
the base 

x —> a 

x —y oo 

x —• a, x G E 
or 

E 3 x -> a 
or 

x —>a 
eE 

x —> oo, x G E 
or 

E 3 x ^ oo 
or 

x —>>oo 
eE 

Read 

x tends 
to a 

x tends 
to infinity 

x tends to a 
in E 

x tends to 
infinity in E 

Sets (elements) 
of the base 

Deleted neigh­
borhoods of a G R 

Neighborhoods 
of infinity 

Deleted neigh-* 
borhoods of a in E 

Neighborhoods** 
of infinity in E 

Definition of and 
notation for elements 

U(a) := 
= {x e R\ a - Si < 

< x < a + fcAx/ a}, 
where Si > 0, 62 > 0 

U(oo) := 
= {xeR\S < \x\}, 

where S e R 

UE(a):=Enu{a) 

UE(oo):=EnU(oo) 

* It is assumed that a is a limit point of E. 
** It is assumed that E is not bounded. 

If E = E+ = {x e R| x > a} (resp. E = E~ = {x G R| x < a}) we write 
x —> a + 0 (resp. x —> a — 0) instead of x —> a, x G E, and we say that x tends 
to a from the right (resp. x tends to a from the left) or through larger values 
(resp. through smaller values). When a = 0 it is customary to write x —> 4-0 
(resp. x —> —0) instead of x —> 0 4- 0 (resp. x —> 0 — 0). 

The notation E 3 x -± a + 0 (resp. E 3 x —> a — 0) will be used instead 
of x —> a, x G E fl E+ (resp. x —>> a, x G i£ D E~). It means that x tends to 
a in E while remaining larger (resp. smaller) than a. 
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If 

E = E+> = {x G R| c < x} (resp. E = E^ = {x G R| x < c}) , 

we write x —> -foo (resp. x —> —oo) instead of x —> oo, x G E and say that x 
tends to positive infinity (resp. x tends to negative infinity). 

The notation E 3 x —> -foo (resp. E 3 x —> —oo) will be used instead of 
x -¥ oo, x G E D £7+, (resp. x -* oo, x G E D ££,). 

When 1£ = N, we shall write (when no confusion can arise), as is custom­
ary in the theory of limits of sequences, n —> oo instead of x —> oo, x G N. 

We remark that all the bases just listed have the property that the inter­
section of two elements of the base is itself an element of the base, not merely 
a set containing an element of the base. We shall meet with other bases in 
the study of functions defined on sets different from the real line.11 

We note also that the term "base" used here is an abbreviation for what 
is called a "filter base", and the limit over a base that we introduce below is, 
as far as analysis is concerned, the most important part of the concept of a 
limit over a filter12, created by the modern French mathematician H. Cartan. 

b. The limit of a Function over a Base 

Definition 12. Let / : X —> R be a function defined on a set X and B a 
base in X. A number A G R is called the limit of the function f over the 
base B if for every neighborhood V(A) of A there is an element B G B whose 
image f(B) is contained in V(A). 

If A is the limit of / : X —> R over the base B, we write 

\imf(x) = A. 

We now repeat the definition of the limit over a base in logical symbols: 

I (lim/Or) = A) := W(A) 3B € B (f(B) C V(A)) . I 

Since we are considering numerical-valued functions at the moment, it is 
useful to keep in mind the following form of this fundamental definition: 

( l im/(x) = j4) :=Ve>03BeBVxeB (\f(x)-A\ < e) . 

In this form we take an e-neighborhood (symmetric with respect to A) 
instead of an arbitrary neighborhood V(A). The equivalence of these defini­
tions for real-valued functions follows from the fact mentioned earlier that 
11 For example, the set of open disks (not containing their boundary circles) con­

taining a given point of the plane is a base. The intersection of two elements of 
the base is not always a disk, but always contains a disk from the collection. 

12 For more details, see Bourbaki's General topology Addison-Wesley, 1966. 
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every neighborhood of a point contains a symmetric neighborhood of the 
same point (carry out the proof in full!). 

We have now given the general definition of the limit of a function over a 
base. Earlier we considered examples of the bases most often used in analysis. 
In a specific problem in which one or another of these bases arises, one must 
know how to decode the general definition and write it in the form specific 
to that base. 

Thus, 

( lim f(x) = A):=Ve>0 35>0Vx e]a - 6,a[ (\f(x) - A\ < e) , 

( lim f(x) = A) :=Ve>0 35eRVx<5 (\f(x)-A\ < e) . 

In our study of examples of bases we have in particular introduced the 
concept of a neighborhood of infinity. If we use that concept, then it makes 
sense to adopt the following conventions in accordance with the general def­
inition of limit: 

( l im/(x) = oo) := VF(oo) 3B G B (f(B) C F(oo)) , 

or, what is the same, 

( l im/(x) = 00) 

( l im/(x) = -foo) 

( l im/(x) = -oo) 

= Ve > 0 3B G B Vx G B (e < \f{x)\) , 

= Ve G R 3B G B Vx G B (e < f(x)) , 

= \fe G R 3B G B Vx G B (f(x) < e) . 

The letter e is usually assumed to represent a small number. Such is not 
the case in the definitions just given, of course. In accordance with the usual 
conventions, for example, we could write 

( lim f(x) = -00) := Ve G R 36 G R Vx > 6 (/(x) < e) . 

We advise the reader to write out independently the full definition of limit 
for different bases in the cases of both finite (numerical) and infinite limits. 

In order to regard the theorems on limits that we proved for the special 
base E 3 x —> a in Subsect. 3.2.2 as having been proved in the general case of 
a limit over an arbitrary base, we need to make suitable definitions of what 
it means for a function to be ultimately constant, ultimately bounded, and 
infinitesimal over a given base. 

Definition 13. A function / : X —> R is ultimately constant over the base 
B if there exists a number A G R and an element B G B such that / (x) = A 
for all x G B. 

Definition 14. A function / : X —> R is ultimately bounded over the base B 
if there exists a number c > 0 and an element B G B such that | / (x) | < c for 
all x G B. 
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Definition 15. A function / : X —> R is infinitesimal over the base B if 
l im/(x) = 0. 

After these definitions and the fundamental remark that all proofs of the 
theorems on limits used only the properties Bi) and B2), we may regard all 
the properties of limits established in Subsect. 3.2.2 as valid for limits over 
any base. 

In particular, we can now speak of the limit of a function as x —> 00 or as 
x —> —00 or as x —> -foo. 

In addition, we have now assured ourselves that we can also apply the 
theory of limits in the case when the functions are defined on sets that are 
not necessarily sets of numbers; this will turn out to be especially valuable 
later on. For example, the length of a curve is a numerical-valued function 
defined on a class of curves. If we know this function on broken lines, we can 
define it for more complicated curves, for example, for a circle, by passing to 
the limit. 

At present the main use we have for this observation and the concept 
of a base introduced in connection with it is that they free us from the 
verifications and formal proofs of theorems on limits for each specific type 
of limiting passage, or, in our current terminology, for each specific type of 
base. 

In order to master completely the concept of a limit over an arbitrary 
base, we shall carry out the proofs of the following properties of the limit of 
a function in general form. 

3.2.4 Existence of the Limit of a Function 

a. The Cauchy Criterion Before stating the Cauchy criterion, we give the 
following useful definition. 

Definition 16. The oscillation of a function / : X -> R on a set E C X is 

u>(f,E):= sup | / ( X l ) - / ( x 2 ) | , 

that is, the least upper bound of the absolute value of the difference of the 
values of the function at two arbitrary points xi, X2 € E. 

Example 11. u(x2, [-1,2]) = 4; 

Example 12. u(x, [-1,2]) = 3; 

Example 13. u{x,} - 1,2[) = 3; 

Example 14. a;(sgn#, [—1,2]) = 2; 

Example 15. cj(sgnx, [0,2]) = 1; 

Example 16. cj(sgnx,]0,2]) = 0. 
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Theorem 4. (The Cauchy criterion for the existence of a limit of a function). 
Let X be a set and B a base in X. 

A function f : X —> R has a limit over the base B if and only if for every 
e > 0 there exists B G B such that the oscillation of f on B is less than e. 

Thus, 
31im/(x) <£> Ve > 0 3B e B (u>(f,B) < e) . 

Proof N e c e s s i t y . If l im/(x) = i G l , then, for all e > 0, there exists an 

element B G B such that \f(x) — A\ < e/3 for all x G B. But then, for any 
Xi,X2 G B we have 

\f(Xl) - f(x2)\ < | / (xi) - A\ + | / (x2) - A \ < j , 

and therefore u{f\ B) < e. 

S u f f i c i e n c y . We now prove the main part of the criterion, which asserts 
that if for every e > 0 there exists B G B for which u(f, B) < £, then the 
function has a limit over B. 

Taking e successively equal to 1,1/2, . . . , 1/n,..., we construct a sequence 
J5i, i?2, • • •, Bn . . . of elements of B such that uj(f,Bn) < 1/n, n G N. 
Since Bn ^ 0 , we can choose a point xn in each Bn. The sequence 
/ (x i ) , /(X2),. . •, f(xn),... is a Cauchy sequence. Indeed, jBn D jBm ^ 0 , and, 
taking an auxiliary point x € Bn C\ Bm, we find that \f(xn) — f(xm)\ < 
\f(%n) - f(x)\ + \f(x) - f(xm)\ < 1/n -f 1/ra. By the Cauchy criterion 
for convergence of a sequence, the sequence {/(xn), n G N} has a limit 
A. It follows from the inequality established above, if we let m —> 00, 
that \f(xn) — A\ < 1/n. We now conclude, taking account of the in­
equality u(f;Bn) < 1/n, that \f(x) — A\ < e at every point x G Bn if 
n > N = [2/e] + 1. • 

Remark. This proof, as we shall see below, remains valid for functions with 
values in any so-called complete space Y. If Y = R, which is the case we are 
most interested in just now, we can if we wish use the same idea as in the 
proof of the sufficiency of the Cauchy criterion for sequences. 

Proof Setting ra# = inf f(x) and MB = sup/(x) , and remarking that 
xeB XEB 

rnB! < ™>B1nB2 ^ ^ B i n s 2 ^ MB2 for any elements B\ and B<z of the 
base B, we find by the axiom of completeness that there exists a number 
A G R separating the numerical sets {TUB) and {MB}, where B G B. Since 
u(f; B) = MB — TUB, we can now conclude that, since u(f; B) < £, we have 
\f(x) — A\ < e at every point x G B. • 

Example 17. We shall show that when X = N and B is the base n —> 00, 
n G N, the general Cauchy criterion just proved for the existence of the limit 
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of a function coincides with the Cauchy criterion already studied for the 
existence of a limit of a sequence. 

Indeed, an element of the base n —» oo, n G N, is a set B = N D U(oo) = 
{n E N\N < n} consisting of the natural numbers n G N larger than some 
number N G M. Without loss of generality we may assume N G N. The 
relation u(f; B) < e now means that | / (n i ) — f(ri2)\ < e for all ni , n2 > N. 

Thus, for a function / : N -> M, the condition that for any e > 0 there 
exists B G B such that u(f; B) < e is equivalent to the condition that the 
sequence {f(n)} be a Cauchy sequence. 

b. The Limit of a Composite Function 

Theorem 5. (The limit of a composite function). Let Y be a set, By a base 
in Y, and g : Y —> R a mapping having a limit over the base BY • Let X be 
a set, Bx a base in X and f : X —> Y a mapping of X into Y such that 
for every element By G By there exists Bx G Bx whose image f(Bx) is 
contained in By. 

Under these hypotheses, the composition g o / : X —> R of the mappings f 
andg is defined and has a limit over the base Bx and \\m(gof)(x) = Mmg(y). 

Bx By 

Proof. The composite function g o / : X —> M is defined, since f(X) C 
Y. Suppose \img(y) = A. We shall show that lim(<7 o f)(x) = A. Given 

By &X 

a neighborhood V(A) of A, we find By G By such that g(BY) C V(A). 
By hypothesis, there exists Bx G Bx such that f(Bx) C By. But then 
(g o f){Bx) = g(f(Bx)) C g(BY) c V(A). We have thus verified that A is 
the limit of the function (g o / ) : X —> M over the base Bx- • 

Example 18. Let us find the following limit: 

If we set g(y) = ^ and f(x) = 7x, then (g o / )(*) = sinZ*. I n t h i s 

case Y = R \ 0 and X = R. Since lim g(y) = lim ^ ^ = 1, we can apply 

the theorem if we verify that for any element of the base y —> 0 there is an 
element of the base x —> 0 whose image under the mapping f(x) = 7x is 
contained in the given element of the base y —> 0. 

o 

The elements of the base y —> 0 are the deleted neighborhoods C/y(0) of 
the point 0 G K. 

o 

The elements of the base x -> 0 are also deleted neighborhoods Z7x(0) of 
the point 0 G K. Let £/y(0) = {y G K| a < y < /?, y ^ 0} (where a,/? G K 
and a < 0, /? > 0) be an arbitrary deleted neighborhood of 0 in Y. If we take 

UX{0) = {x G R\ f < x < f, x ^ 0}, this deleted neighborhood of 0 in X 

has the property that f(Ux{0)) = UY(0) C UY(P). 
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The hypotheses of the theorem are therefore satisfied, and we can now 
assert that 

sin7x .. siny 
hm — — = hm = 1 . 
x-»0 7x y-»0 y 

Example 19. The function g(y) = |sgn2/|, as we have seen (see Example 3), 
has the limit lim Isgnyl = 1. 

The function y = f(x) = x sin ^, which is defined for x ^ O , also has the 
limit lim xsin - = 0 (see Example 1). 

However, the function (g o f)(x) = sgn(xsin ^) has no limit as x —> 0. 

Indeed, in any deleted neighborhood of x = 0 there are zeros of the 
function sin^, so that the function |sgn(xsin^) | assumes both the value 
1 and the value 0 in any such neighborhood. By the Cauchy criterion, this 
function cannot have a limit as x —» 0. 

But does this example not contradict the Theorem 5? 
Check, as we did in the preceding example, to see whether the hypotheses 

of the theorem are satisfied. 

Example 20. Let us show that 

lim (1 + -) = e. 
x->>oo \ xJ 

Proof. Let us make the following assumptions: 

Y = N , By is the base n -> oo , n e N ; 

X = M+ = {x e R\ x > 0} , fix is the base x -» +oo ; 
f 

f : X -> Y is the mapping x \—> [x] , 

where [x] is the integer part of x (that is, the largest integer not larger than x). 
Then for any By = {n G N| n > N} in the base n —> oo, n G N there 

obviously exists an element Bx = {x G R\ x > N + 1} of the base x —> +oo 
whose image under the mapping x \-> [x] is contained in By-

The functions g(n) = (l + £ ) n , gi(n) = (l + ^ i ) n , and g2(n) = 

(l + ^) , as we know, have the number e as their limit in the base n —> oo, 
ne N. 

By Theorem 4 on the limit of a composite function, we can now assert 
that the functions 

/ 1 \ F / 1 \ F 

<"/><«> = ( 1 + R ) • ^ ° ^ = (1 + RTl) ' 
/ 1 \M+i 

feo/)=(l + H ) 
also have e as their limit over the base x —> +oo. 
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It now remains for us only to remark that 

( ^HTT) M <( 1 + i ) ' < ( 1 + H) 
M+i 

for x > 1. Since the extreme terms here tend to e as x —» +oo, it follows from 
Theorem 3 on the properties of a limit that lim (l + - ) = e. • 

x->-+oo v x / 

Using Theorem 5 on the limit of a composite function, we now show that 
lim (1 + I ) x = e . 

Proof. We write 

hm (1 + ^ - r 
X->>-00 \ XJ ( -* ) - • -OO \ ( — t) 

lim (l + -Y = lim fl + - i - ) = lim (l--) * = 
-•-co \ ar/ (-*)->-<» \ ( - * ) ' t-H-oo \ £/ 

= lim fl + —L.y= lim fl + —L-V" lim (l +-J_) = 

= lim fl + - ) = lim ( l + - ) = e . 
t->> + 00 \ £— 1 / U->> + CO \ U/ 

When we take account of the substitutions u = t — 1 and t = —x, these 
equalities can be justified in reverse order (!) using Theorem 5. Indeed, only 
after we have arrived at the limit lim (l + - ) , whose existence has already 

tt->-+oo x u / 

been proved, does the theorem allow us to assert that the preceding limit also 
exists and has the same value. Then the limit before that one also exists, and 
by a finite number of such transitions we finally arrive at the original limit. 
This is a very typical example of the procedure for using the theorem on the 
limit of a composite function in computing limits. 

Thus, we have 

lim (1 + -) = e = lim (1 + -) . 
x-»—oo \ xJ x->-+co \ XJ 

It follows that lim (l + \\ = e. Indeed, let e > 0 be given. 

Since lim (l + ^) = e, there exists c i G l such that I (l + -)x — el < e 
x—>• — oo v x / \\ x / \ 

for x < c\. 
Since lim (l + - ) = e, there exists C2 G M such that I (l + - ) — el < £ 

x->-+co x x / \\ x/ \ 

for C2 < x. 
Then for \x\ > c = max{|ci|, |c2|} we have | ( l + ^)x — e| < £, which 

verifies that lim (l + ^) = e. • 

Example 21. We shall show that 

Umfl+rt1 /* = e . 
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Proof. After the substitution x = l/£, we return to the limit considered in 
the preceding example. 

Example 22. 

lim — = 0, if q > 1 . 
x—»+oo qx 

Proof. We know (see Example 11 in Sect. 3.1) that lim \ = 0 if q > 1. 

Now, as in Example 3 of Sect. 3.1, we can consider the auxiliary mapping 
/ : M+ -> N given by the function [x] (the integer part of x). Using the 
inequalities 

1 [x] x [x] + 1 
q qW qx qW+i 

and taking account of the theorem on the limit of a composite function, we 
find that the extreme terms here tend to 0 as x —» +oo. We conclude that 

lim 4 = 0. • 
x->-+oo 9 

Example 23. 

lim ^ = 0 . 
x—»+oo X 

Proof. Let a > 1. Set t = logax, so that x = a1. Prom the properties of the 
exponential function and the logarithm (taking account of the unboundedness 
of an for n £ N) we have (x —» +oo) <=> (t —» +oo). Using the theorem on the 
limit of a composite function and the result of Example 11 of Sect. 3.1, we 
obtain 

lim kfafU lim ' o . 
x->-+oo X £->-+oo a1 

If 0 < a < 1 we set — t = logax, x = oT1. Then (x -> +oo) <=> (t —> +oo), 
and since 1/a > 1, we again have 

hm —^— = hm —- = - lim , . w = 0 . D 
x->>+oo x t^+co a - t t^+co (l/a)* 

c. The Limit of a Monotonic Function We now consider a special class of 
numerical-valued functions, but one that is very useful, namely the monotonic 
functions. 

Definition 17. A function / : E —> R defined on a set E C M is said to be 

increasing on E if 

Vxi,x2 e E (xi < x2 => f{x{) < f(x2)) ; 

nondecreasing on E if 

Vxux2 e E (a?i < x2 => / (x i ) < /(ar2)) ; 
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nonincreasing on E if 

Vxi,x2 G E (x1 < x2 => f(xi) > f{x2)) ; 

decreasing on E if 

Vxi,x2 G £ (xi < x2 => / (x i ) > f(x2)) . 

Functions of the types just listed are said to be monotonic on the set E. 

Assume that the numbers (or symbols —oo or +00) i = inf E and 
s = supE are limit points of the set E, and let / : E —> R be a mono-
tonic function on E. Then the following theorem holds. 

Theorem 6. (Criterion for the existence of a limit of a monotonic function). 
A necessary and sufficient condition for a function f : E —> R that is nonde-
creasing on the set E to have a limit as x —> s, x G E, is that it be bounded 
above. For this function to have a limit as x —> i, x G E, it is necessary and 
sufficient that it be bounded below. 

Proof. We shall prove this theorem for the limit lim f(x). 

If this limit exists, then, like any function having a limit, the function / 
is ultimately bounded over the base E 3 x —> s. 

Since / is nondecreasing on E, it follows that / is bounded above. In fact, 
we can even assert that f(x) < lim f(x). That will be clear from what 

EBx^-s 
follows. 

Let us pass to the proof of the existence of the limit lim f(x) when / 
E3x^-s 

is bounded above. 
Given that / is bounded above, we see that there is a least upper bound 

of the values that the function assumes on E. Let A = sup / (x) . We shall 
XEE 

show that lim f(x) = A. Given e > 0, we use the definition of the least 
E3x^s 

upper bound to find a point xo G E for which A — s < f(xo) < A. Then, since 
/ is nondecreasing on E, we have A — e < f(x) < A for xo < x < E. But the 
set {x G E\ xo < x} is obviously an element of the base x —> s, x G E (since 
s = supi£). Thus we have proved that lim f(x) = A. 

E3x^-s 
For the limit lim f(x) the reasoning is analogous. In this case we have 

E3x—>i 

lim f(x) = inf f(x). • 
E3x^iJK J xEEJK ) 

d. Comparison of the Asymptotic Behavior of Functions We begin 
this discussion with some examples to clarify the subject. 

Let TT(X) be the number of primes not larger than a given number x G R. 
Although for any fixed x we can find (if only by explicit enumeration) the 
value of 7r(x), we are nevertheless not in a position to say, for example, how 
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the function TT(X) behaves as x —> +00, or, what is the same, what the 
asymptotic law of distribution of prime numbers is. We have known since 
the time of Euclid that n(x) —> +00 a s x - ^ +00, but the proof that TT(X) 
grows approximately like j ^ was achieved only in the nineteenth century by 
P.L.Chebyshev.13 

When it becomes necessary to describe the behavior of a function near 
some point (or near infinity) at which, as a rule, the function itself is not de­
fined, we say that we are interested in the asymptotics or asymptotic behavior 
of the function in a neighborhood of the point. 

The asymptotic behavior of a function is usually characterized using a 
second function that is simpler or better studied and which reproduces the 
values of the function being studied in a neighborhood of the point in question 
with small relative error. 

Thus, as x —> +00, the function TT(X) behaves like j ^ ; as x —> 0, the 
function ^^ behaves like the constant function 1. When we speak of the 
behavior of the function x2 +x + sin ^ as x —> 00, we shall obviously say that 
it behaves basically like x2, while in speaking of its behavior as x —> 0, we 
shall say it behaves like sin - . 

We now give precise definitions of some elementary concepts involving 
the asymptotic behavior of functions. We shall make systematic use of these 
concepts at the very first stage of our study of analysis. 

Definition 18. We shall say that a certain property of functions or a certain 
relation between functions holds ultimately over a given base B if there exists 
B e B on which it holds. 

We have already interpreted the notion of a function that is ultimately 
constant or ultimately bounded in a given base in this sense. In the same 
sense we shall say from now on that the relation f(x) = g(x)h(x) holds ulti­
mately between functions / , g, and h. These functions may have at the outset 
different domains of definition, but if we are interested in their asymptotic 
behavior over the base B, all that matters to us is that they are all defined 
on some element of B. 

Definition 19. The function / is said to be infinitesimal compared with 
the function g over the base B, and we write / = o(g) or / = o(g) over B if 

the relation f(x) = a(x)g(x) holds ultimately over the B, where a(x) is a 
function that is infinitesimal over B. 

Example 2J±. x2 = o(x) as x —> 0, since x2 = x • x. 

Example 25. x = o(x2) as x —» 00, since ultimately (as long as x ^ 0), 
1 2 
X 

13 P. L. Chebyshev (1821-1894) - outstanding Russian mathematician and special­
ist in theoretical mechanics, the founder of a large mathematical school in Russia. 



3.2 The Limit of a Function 139 

Prom these examples one must conclude that it is absolutely necessary to 
indicate the base over which / = o(g). 

The notation / = o(g) is read " / is little-oh of g". 
It follows from the definition, in particular, that the notation / = o(l), 

which results when g(x) = 1, means simply that / is infinitesimal over B. 

Definition 20. If / = o(g) and g is itself infinitesimal over B, we say that / 

is an infinitesimal of higher order than g over B. 

Example 26. x~2 = 4j- is an infinitesimal of higher order than x~l = ^ as 
x —> oo. 

Definition 21. A function that tends to infinity over a given base is said to 
be an infinite function or simply an infinity over the given base. 

Definition 22. If / and g are infinite functions over B and / = o(#), we say 

that g is a higher order infinity than / over B. 

Example 27. ^ —> oo as x -> 0, -K -> oo as x -> 0 and \ = 0(^2). Therefore 
- X X . X \ X / 

•£2 is a higher order infinity than ^ as x —» 0. 
At the same time, as x —» 00, x2 is a higher order infinity than x. 

It should not be thought that we can characterize the order of every 
infinity or infinitesimal by choosing some power xn and saying that it is of 
order n. 

Example 28. We shall show that for a > 1 and any n G Z 

xn 

lim — = 0 , 
x->-+oo ax 

that is, xn = o(ax) as x -> +00. 

Proof If n < 0 the assertion is obvious. If n G N, then, setting q = yfa, we 
have q > 1 and ^ = (^-) , and therefore 

lim — = lim — = lim — • . . . • lim — 
x—»+oo ax x—»+oo \qx/ x—»+oo <7X x—»+oo qx 

n factors 

We have used (with induction) the theorem on the limit of a product and 
the result of Example 22. • 

Thus, for any n G Z we obtain xn = o(ax) as x -> +00 if a > 1. 

Example 29. Extending the preceding example, let us show that 

xa 

lim — = 0 
x->-+oo ax 

for a > 1 and any a G M, that is, xa = o(ax) as x —> +00. 
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Proof. Indeed, let us choose n G N such that n > a. Then for x > 1 we 
obtain 

0 < — < — . 
ax ax 

Using properties of the limit and the result of the preceding example, we find 
that lim ^ = 0. • 

x->+oo a 

Example 30. Let us show that 

G " 1 / X n 

lim = 0 
3R+9x->>0 Xa 

for a > 1 and any a G M, that is, a _ 1 / x = o(xa) as x —>> 0, x G R+. 

Proof. Setting x = — l/£ in this case and using the theorem on the limit of a 
composite function and the result of the preceding example, we find 

a - l / x j.a 

lim = lim —- = 0 . • 
3 R + 9 x ^ O Xa *->>+oo a1 

Example 31. Let us show that 

lim ^ = 0 
x—»+oo xa 

for a > 0, that is, for any positive exponent a we have logax = o(xa) as 
x —» +oo. 

Proof. If a > 1, we set x = a1!*. Then by the properties of power functions 
and the logarithm, the theorem on the limit of a composite function, and the 
result of Example 29, we find 

log„ x ,. (t/a) 1 ,. t 
lim —^— = lim ^-r1 = - lim - 7 = 0 . 

x->-+oo x a *->-+oo a1 a t^+oo a1 

If 0 < a < 1, then 1/a > 1, and after the substitution x = a_ < /a , we 
obtain 

log„£ ,. (—t/a) 1 ,. £ 
lim —^— = lim ^—'—^ = lim —-— = 0 . D 

x->>+oo xa t^+co a~l a *->+oo (l/ay 

Example 32. Let us show further that 

xa loga x = o(l) as x —» 0, x G M+ 

for any a? > 0. 
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Proof. We need to show that lim xa log„ x = 0 for a > 0. Setting x = lit 

and applying the theorem on the limit of a composite function and the result 
of the preceding example, we find 

lim * " l o g a * = lim lQga(lA) = _ l i m ] Q i a * = ( K n 

Definition 23. Let us agree that the notation / = 0(g) or / = 0(g) over 

the base B (read " / is big-oh of g over B") means that the relation f(x) = 
(3(x)g(x) holds ultimately over B where (3(x) is ultimately bounded over B. 

In particular f = 0(l) means that the function / is ultimately bounded 

over B. 

Example 33. (^ + smx)x = 0(x) as x —» oo. 

Definition 24. The functions / and g are of the same order over B, and we 
write / x g over B, if / = 0(g) and / = 0(f) simultaneously. 

Example 34- The functions (2+sinx)x and x are of the same order as x —> oo, 
but (1 + sinx)x and x are not of the same order as x —> oo. 

The condition that / and g be of the same order over the base B is 
obviously equivalent to the condition that there exist c\ > 0 and C2 > 0 and 
an element B G B such that the relations 

ci\g(x)\<\f(x)\<c2\g(x)\ 

hold on B, or, what is the same, 

±\f(x)\<\g(x)\<±\f(x)\. 
C2 Ci 

Definition 25. If the relation / (#) = 7(x)^(x) holds ultimately over B 
where lim 7(2;) = 1, we say that the function f behaves asymptotically like g 

over B, or, more briefly, that / is equivalent to g over B. 

In this case we shall write / ~ g or / ~ g over B. 

The use of the word equivalent is justified by the relations 

( /~s)A(s~ft )=>( /~f t ) . 

Indeed, the relation f ~ f is obvious, since in this case 7(2;) = 1. Next, if 

lim7(x) = 1, then l im-^y =.1 and g(x) = -zh^f(x). Here all we that need 
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to explain is why it is permissible to assume that 7(2;) ^ 0. If the relation 
f(x) = l(x)g(x) holds on B\ G S, and \ < \^{x)\ < § on B2 G S, then we 
can take B e B with i? C B\ n #2, on which both relations hold. Outside 
of B, if convenient, we may assume that 7(2;) = 1. Thus we do indeed have 

( / ~ 0 ) = * ( 0 ~ / ) -
Finally, if f(x) = ji(x)g(x) on B\ G B and ^(x) = 72(x)/i(x) on B2 G #, 

then on an element B E B such that B C #1 fli?2> both of these relations hold 
simultaneously, and so f(x) = Ji(x)^2(x)h(x) on B. But lim 71 (x)72 (x) = 
lim 71 (x) • lim 72 (x) = 1, and hence we have verified that f~h. 

B B B 

It is useful to note that since the relation lim 7(2;) = 1 is equivalent to 

7(x) = 1 + a(x), where \ima(x) = 0, the relation f~g is equivalent to 

f(x) = g(x) + a(x)g(x) = g(x) + o(g(x)) over B. 
We see that the relative error \a(x)\ = | l(x) 1 *n a PP r o x i m a t ing f(x) 

by a function g(x) that is equivalent to f(x) over B is infinitesimal over B. 
Let us now consider some examples. 

Example 35. x2 + x = (l + \)x2 ~ x2 as x -> 00. 
The absolute value of the difference of these functions 

\(x2 +x)-x2\ = \x\ 

tends to infinity. However, the relative error j^j- = A- that results from re­

placing x2 + x by the equivalent function x2 tends to zero as x —> 00. 

Example 36. At the beginning of this discussion we spoke of the famous 
asymptotic law of distribution of the prime numbers. We can now give a 
precise statement of this law: 

/ \ X ( X \ 
nix) = h o -— as x —» +00 . 

mx Wnx/ 

Example 37. Since lim ^-^ = 1, we have sinx ~ x as x —> 0, which can also 

be written as sinx = x + o(x) as x —» 0. 

Example 38. Let us show that ln(l + x) ~ x as x —> 0. 

Proof. 

lim l n ( 1 + X ) = lim ln(l + x)1/x = In ( l im( l + x)^x) = lne = 1 . 

Here we have used the relation loga(oa) = a\ogab in the first equality and 
relation lim loga t = loga b = loga (lii 

Thus, ln(l + x) = x + o(x) as x —» 0. 

the relation lim loga £ = loga b = loga (lim t) in the second. • 
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Example 39. Let us show that ex = 1 + x + o(x) as x —» 0. 

Proof. 

ex — 1 £ 
lim = lim —7 r- = 1 . 
x->o x t->o ln(l + t) 

Here we have made the substitution x = ln(l + £), ex — 1 = £ and used the 
relations ex —» e° = 1 as x —» 0 and ex ^ 1 for x ^ 0. Thus, using the 
theorem on the limit of a composite function and the result of the preceding 
example, we have proved the assertion. • 

Thus, ex — 1 ~ x as x —> 0. 

Example 40. Let us show that (1 + x)a = 1 + ax + o(x) as x —>> 0. 

Proof. 

,. ( l + x ) a - l ,. e a l n ( 1 + x ) - l a l n ( l+a r ) 
l im = l im — — — 7- • = 
x-^o x x-»o am(l + x) x 

.. e ' - l .. ln(l + x) 
= a lim • lim = a . 

t^O t x^O X 

In this computation, assuming a ^ 0, we made the substitution a ln(l+x) = t 
and used the results of the two preceding examples. 

If a = 0, the assertion is obvious. • 

Thus, (1 + x)a - 1 ~ ax as x -> 0. 

The following simple fact is sometimes useful in computing limits. 

Proposition 3. If f~f, then lim f(x)g(x) = limf(x)g(x), provided one of 

these limits exists. 

Proof. Indeed, given that f(x) = j(x)f(x) and lim 7(2;) = 1, we have 

lim f{x)g(x) = lim-y{x)f{x)g{x) = lim 7(0?) • lim f(x)g(x) = lim f{x)g{x) . • 

mple 1^1. 

.. In cos x 
hm . 
x-+o s i n ( r ) 

1 . In cos2 x 1 . ln(l — sin2x) 
= - hm 5 — = - hm 5 = 

2 x-»o x2 2 x-»o x2 

1 .. — sin2x 1 .. x2 

= - lim — = —- lim — = 
2 x-»o x2 2 x-»o x2 

1 
~ 2 

Here we have used the relations ln(l + a) ~ a as a —» 0, sinx ~ x as x —» 0, 
^-g ~ i as /? —> 0, and sin2 x ~ x2 as x —» 0. 



144 3 Limits 

We have proved that one may replace functions by other functions equiv­
alent to them in a given base when computing limits of monomials. This rule 
should not be extended to sums and differences of functions. 

Example 42. \Jx2 + x ~ x a s x - > +oo, but 

lim ( v x2 + x — x) ^ lim (x — x) = 0 . 
x—>-+oo x—>-+oo 

In fact, 

lim ( v x2 + x — x) = lim = lim 
x ,. 1 1 

x->>+oo v ' x->>+oo . / .T 2 _|_ x i T x->>+oo AT" i 1 2 +00 ^ / x 2 _j_ x _j_ x x->+oo A _j_ I _j_ j 

We note one more widely used rule for handling the symbols o(-) and O(-) 
in analysis. 

Proposition 4. For a given base 
a)o(f)+o(f) = o(f); 
b) o(f) is also 0(f); 
c) o(f) + 0(f) = 0(f); 
d) 0(f) + 0(f) = 0(f); 

e) ifg(x) + 0, then ^ = „ ( { $ ) and ^ g f = 0 ( f } ) . 

Notice some peculiarities of operations with the symbols o(-) and O(-) 
that follow from the meaning of these symbols. For example 2o(f) = o(f) 
and o(f)+0(f) = 0(f) (even though in general o{f) ^ 0); also, o(f) = 0(f), 
but 0 ( / ) ^ o(f). Here the equality sign is used in the sense of "is". The sym­
bols o(-) and O(-) do not really denote a function, but rather indicate its 
asymptotic behavior, a behavior that many functions may have simultane­
ously, for example, / and 2 / , and the like. 

Proof a) After the clarification just given, this assertion ceases to appear 
strange. The first symbol o(f) in it denotes a function of the form o>i(x)f(x), 
where \imo>i(x) = 0. The second symbol o(/) , which one can (or should) 

equip with some mark to distinguish it from the first, denotes a function of 
the form o>2(x)f(x), where lima2(x) = 0. Then a\(x)f(x) + a2(x)f(x) = 

(o>i(x) + a2(x))f(x) = as(x)f(x), where lima3(x) = 0. 

Assertion b) follows from the fact that any function having a limit is 
ultimately bounded. 

Assertion c) follows from b) and d). 
Assertion d) follows from the fact that the sum of ultimately bounded 

functions is ultimately bounded. 
As for e), we have ^ 1 = ^ = « ( * ) * $ = o ( f } ) . 
The second part of assertion e) is verified similarly. Q 
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Using these rules and the equivalences obtained in Example 40, we can 
now find the limit in Example 42 by the following direct method: 

x—>• 
lim (yx2+x — x) = lim x[\l-\ 1) = 
- • + 0 0 x 7 x->-+oo \ V X / 

= lim x(l + ---+o(-\-l\= lim (- + x • o(-)) = 
x->>+oo \ 2 X \XJ J x->>+oo \ 2 \XJ J 

= lim (]• + o(l)) = l . 
x^+oo V2 v ') 2 

We shall soon prove the following important relations, which should be 
memorized at this point like the multiplication table: 

ex = 1 + —x + -.x2 + • • • + — xn + • • • for ar G R , 
1! 2! n\ 
1 1 f—1)̂  

cosx = 1 - -x2 + -x4 + • • • + ̂ 7^-x 2 A ; + • • • for x e K , 
2! 4! (2/c)! 

s i n x = i.a;_|a;3 + . . . + _ ^ ) _ ; r 2 / s + l + . . . forxGRj 

1 1 ( — I)72"1 

ln(l + x) = x - -x2 + - x 3 + • • • + - — xn + • • • for \x\ < 1 , 
Z o ft 

a+*r = l + i j x + 2! + * " + 

H — r - x H for ta < l . 
n! 

On the one hand, these relations can already be used as computational for­
mulas, and on the other hand they contain the following asymptotic formulas, 
which generalize the formulas contained in Examples 37-40: 

ex = l + - U + l x
2 + • • • + ~x

n + 0 ( x n + l ) as x -> 0 , 
l! 2! n\ v 7 

cos* = l - i -x 2 + - U 4 + ••• + fe^*2fe + 0(a ;
2fc+2) as x ^ 0 , 

2! 4! (2A;)! 

sin* = 1* - ix3 + • • • + Jz^Ljk+i + 0(^+3) a s x _ , 0 ^ 

ln(l + x) = x - lx2 + lx3 + • • • + (~ 1 )" xn + 0(xn+1) as x -> 0 , 
2 3 n 

,, .„ , a a(a — 1) 9 

(l + x)a =l + -x+ v
 2 ! V + --- + 

a(o? — 1) • • • (a — n + 1) _ _ , „,1X 
+ —- - r -x + 0(arn + 1) as x -> 0 . 

n! x 7 

These formulas are usually the most efficient method of finding the limits of 
the elementary functions. When doing so, it is useful to keep in mind that 
0 ( x m + 1 ) = x m + 1 • 0(1) = xm • xO(l) = xmo(l) = o{xm) as x -> 0. 
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In conclusion, let us consider a few examples showing these formulas in 
action. 

Example ^3. 

.. x - s i n x .. x - (x - i x 3 + 0(x5)) / l 2 \ 1 
hm r = hm * ^ —— = hm - + 0{x2)) = - . 
x->o x3 x^o x3 x->o\3! / 3! 

Example 44- Let us find 

( / rpO I rp 1 \ 

{ / l - o - C O S - ) . 
v 1 + r xJ 

As x —> oo we have 

x3 + x 1 + x" 2 / 1 \ / 1 X"1 

1+x3 ~ 1 + x-3 ~ V + Hfi)\ + x^J 

^-( '^+°(?))1 / T- '^-?^(?)-
C 0 S x = 1 - 2 ! - ^ + ° b ) ' 

from which we obtain 

7/x
3+X 1 9 1 / 1 \ 

V 1 + x3 x 14 x2 \x3J 

Hence the required limit is 

x-»oo \14x2 \X3JJ 14 

Example 45. 

lim [ I f i + I V l * = Hm e x p ( x ( l n ( l + - > f - l U = 
x^co Le V x/ J x->>oo I \ \ xJ J) 

= lim exp < x2 In (1 H— J — x\ = 
X->>00 I \ X/ J 

= J ^ e x p { x » ( I - ^ + 0 ( i ) ) - x } = 

= l i m e x p { - i + C » f - ) ) = e - 1 / 2 . 
X->>00 I 2 \XJ J 
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3.2.5 Problems and Exercises 

1. a) Prove that there exists a unique function defined on E and satisfying the 
following conditions: 

f(l) = a ( a > 0 , a ^ l ) , 

f(xi)- f(x2) = f(xi + x2) , 

f(x) -» f(xo) as x -» xo . 

b) Prove that there exists a unique function defined on E+ and satisfying the 
following conditions: 

f(a) = l ( a > 0 , a ^ l ) , 

f(xi) + f(x2) = f(xi -x2) , 

f(x) -» f(xo) for xo G E+ and E+ 3 x -> xo . 

H i n t : Look again at the construction of the exponential function and logarithm 
discussed in Example 10. 

2. a) Establish a one-to-one correspondence (p : E -» E+ such that <̂ (a; + y) = 
(f(x) - (p(y) for any x , | / G l , that is, so that the operation of multiplication in the 
image (E+) corresponds to the operation of addition in the pre-image (E). The 
existence of such a mapping means that the groups (E, +) and (E+, •) are identical 
as algebraic objects, or, as we say, they are isomorphic. 

b) Prove that the groups (E, +) and (E \ 0, •) are not isomorphic. 

3 . Find the following limits. 

a) lim xx: 

b) lim xl/x\ 
x—)-+oo 

C) l im l o g « ( 1 + x ) ; 
J x-+0 x ' 

d) lim s^l. 
' x-+0 x 

4. Show that 

1 + - H H— = Inn + c + o(l) as n —> oo , 
2 n 

where c is a constant. (The number c = 0.57721... is called Euler's constant.) 
H i n t : One can use the relation 

. n + 1 . A n 1 , -( 1 \ 
In = l n 1 + - = - + O K a s n - > o o . 

n \ n) n \ n J 

5. Show that 
oo oo 

a) if two series ^2 an a n ( i S bn with positive terms are such that an ~ bn as 
n=l n=l 

n —> oo, then the two series either both converge or both diverge; 
oo 

b) the series ^2 s m ^P converges only for p > 1. 
n=\ 
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6. Show that 
oo 

a) if an > an+i > 0 for all n G N and the series ^2 an converges, then 

n = l 

an = °\ n ) aS n ~*" °°» 

b) if bn — ° ( n ) ' o n e c a n always construct a convergent series ^2 a^ such that 

bn = o(an) as n —> oo; 
oo oo 

c) if a series ^2 a^ with positive terms converges, then the series ^2 An, where 
n = l n = l 

/ oo / oo 
An = A j52 ak — A ^2 ak also converges, and an = o(An) as n —> oo; 

y fc=n y fc=n+l 
oo oo 

d) if a series ^2 an with positive terms diverges, then the series ^2 An, where 
n = l n=2 

/ n n — 1 
An = \ 1^2 o,k — \ 1^2 dk also diverges, and An = o(an) as n —> oo. 

y fc=i y fc=i 

It follows from c) and d) that no convergent (resp. divergent) series can serve as 
a universal standard of comparison to establish the convergence (resp. divergence) 
of other series. 

7. Show that 
oo 

a) the series ^2 m a n , where an > 0, n G N, converges if and only if the sequence 
n = l 

{77n = a\ - - - an} has a finite nonzero limit. 
oo 

b) the series ^2 ln(l + a n ) , where \an\ < 1, converges absolutely if and only if 
n = l 

oo 
the series ^2 an converges absolutely. 

n = l 
H i n t : See part a) of Exercise 5. 

oo 

8. An infinite product Yl ek is said to converge if the sequence of numbers 
fc=i 

n oo 
nn = Yl ek has a finite nonzero limit 77. We then set 77 = Yl ek-

k=l k=l 
Show that 

oo 

a) if an infinite product Yl en converges, then 
Cn ^ 1 as Ti y oo; 

n=\ 
oo 

b) if Vn G N (en > 0), then the infinite product Yl en converges if and only if 
n=\ 

oo 
the series ^2 m en converges; 

n = l 
c) if en = 1 + otn and the an are all of the same sign, then the infinite product 

oo oo 

Yl (1.+ OLn) converges if and only if the series ^2 an converges. 
n=l n=l 
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oo 

9. a) Find the product n (1 +ar 2 n " 1 ) . 
n = l 

oo 
b) Find Yl c o s ^k a n d prove the following theorem of Viete14 

n = l 

<K 1 

2 
\j\'\l\ + \\j\'v\ + \\J\ + \\/\''' 

c) Find the function f(x) if 

/(0) = 1 , 

/(2a;) = cos2 a: • /(a:) , 

f(x) -> /(0) as x -> 0 . 

H i n t : x = 2- §. 

10. Show that 

a) if £—^ = l + / ? n , n = 1,2, . . . , and the series J^ /?n converges absolutely, 
n = l 

then the limit lim bn = b E R exists; 
n—)-oo 

oo 

b) if ^ 2 k - = 1 + ^ + a n , n = 1,2,..., and the series £ ] a n converges absolutely, 
n = l 

then an ~ ^ as n -> oo; 
oo oo 

c) if the series V* an is such that an = 1 + E + an and the series J2 an —\ an + l n L—' n = l n = l 
oo 

converges absolutely, then Yl an converges absolutely for p > 1 and diverges for 
7 1 = 1 

p < 1 (Gauss' test for absolute convergence of a series). 

11 . Show that 

ii5fi±^±lV>e 
n-^-oo \ an J 

for any sequence {an} with positive terms, and that this estimate cannot be im­
proved. 

14 F. Viete (1540-1603) - French mathematician, one of the creators of modern 
symbolic algebra. 





4 Continuous Functions 

4.1 Basic Definitions and Examples 

4.1.1 Continuity of a Function at a Point 

Let / be a real-valued function denned in a neighborhood of a point a G R. In 
intuitive terms the function / is continuous at a if its value f(x) approaches 
the value / (a) that it assumes at the point a itself as x gets nearer to a. 

We shall now make this description of the concept of continuity of a 
function at a point precise. 

Definition 0. A function / is continuous at the point a if for any neighbor­
hood V(f(a)) of its value / (a) at a there is a neighborhood U(a) of a whose 
image under the mapping / is contained in V(f(a)). 

We now give the expression of this concept in logical symbolism, along with 
two other versions of it that are frequently used in analysis. 

( / is continuous at a) := (W(f(a)) 3U(a) (/(17(a)) C V(f(a)))) , 

\/e > 0 317(a) Vx G 17(a) (\f(x) - f(a)\ < e) , 

\/e>03S>0\/xeR(\x-a\ < 6 => \f(x)-f(a)\ < e) . 

The equivalence of these statements for real-valued functions follows from 
the fact (already noted several times) that any neighborhood of a point con­
tains a symmetric neighborhood of the point. 

For example, if for any ^-neighborhood V£(f(a)) of f(a) one can choose 
a neighborhood U(a) of a such that Vx G U(a) (\f(x) — f(a)\ < e), that 
is, f(U(a)) C F £ ( / ( a ) ) , then for any neighborhood V(/(a)) one can also 
choose a corresponding neighborhood of a. Indeed, it suffices first to take 
an ^-neighborhood of f(a) with V£(f(a)) C V(/ (a) ) , and then find U(a) 
corresponding to V£(f(a)). Then f(U(a)) C V£(f(a)) C V(f(a)). 

Thus, if a function is continuous at a in the sense of the second of these 
definitions, it is also continuous at a in the sense of the original definition. 
The converse is obvious, so that the equivalence of the two statements is 
established. 

We leave the rest of the verification to the reader. 
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To avoid being distracted from the basic concept being defined, that of 
continuity at a point, we assumed for simplicity to begin with that the func­
tion / was defined in a whole neighborhood of a. We now consider the general 
case. 

Let / : E -» R be a real-valued function defined on some set E C R and 
a a point of the domain of definition of the function. 

Definition 1. A function / : E —> R is continuous at the point a G E if for 
every neighborhood V(f(a)) of the value f(a) that the function assumes at 
a there exists a neighborhood UE(O) of a in E1 whose image /([ /^(a)) is 
contained in V(f(a)). 

Thus 

( / : E —> R is continuous at a G E) := 
| = (W(f(a)) 3UE(a) (f(UE(a)) C V(f(a)))) • | 

Of course, Definition 1 can also be written in the e-S-£orm discussed above. 
Where numerical estimates are needed, this will be useful, and even necessary. 

We now write these versions of Definition 1. 

( / : E —> R is continuous at a G E) := 

= (Ve > 03UE(a)\/x G UE(a) (\f(x) - f(a)\ < e)) , 

or 

( / : E —>• R is continuous at a G E) := 
= (Ve > 036 > OVx G E (\x - a\ < 6 => \f(x) - f(a)\ < e)) , 

We now discuss in detail the concept of continuity of a function at a point. 

1° If a is an isolated point, that is, not a limit point of E1, there is a 
neighborhood U(a) of a containing no points of E except a itself. In this case 
UE(O) — a> and therefore / ( [ /^(a)) = / (a) C F ( / ( a ) ) for any neighborhood 
V(f(a)). Thus a function is obviously continuous at any isolated point of its 
domain of definition. This, however, is a degenerate case. 

2° The substantive part of the concept of continuity thus involves the case 
when a G E and a is a limit point of E. It is clear from Definition 1 that 

( / : E —> R is continuous at a G E , where a is a limit point of E) <=> 

<*{ lim f(x) = f(a)). 

Proof. In fact, if a is a limit point of E, then the base E 3 x -> a of deleted 
o 

neighborhoods UE{P) — UE{O) \ a of a is defined. 

1 We recall that ^ ( o ) = E n U(a). 
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If / is continuous at a, then, by finding a neighborhood UE(O) for 
the neighborhood V(f(a)) such that f(UE{a)) C V(f{a)), we will si­
multaneously have f(UE(a)) C V( / (a) ) . By definition of limit, therefore, 

lim f(x) = f(a). 
E3x->a 

Conversely, if we know that lim f(x) = / (a ) , then, given a neighbor-
E3x—>a 

o o 

hood V{f(a)), we find a deleted neighborhood UE{P) such that f\UE{o)) C 
F ( / ( a ) ) . But since / (a) G F ( / ( a ) ) , we then have also f(UE(a)) C ^ ( / ( a ) ) . 
By Definition 1 this means that / is continuous at a G E. • 

3° Since the relation lim f(x) = f(a) can be rewritten as 
E3x->a 

lim f(x) = f( lim x), 
E3x->a E3x->a 

we now arrive at the useful conclusion that the continuous functions (opera­
tions) and only the continuous ones commute with the operation of passing 
to the limit at a point. This means that the number / (a ) obtained by carry­
ing out the operation / on the number a can be approximated as closely as 
desired by the values obtained by carrying out the operation / on values of 
x that approximate a with suitable accuracy. 

4° If we remark that for a G E the neighborhoods UE(O>) of a form a 
base Ba (whether a is a limit point or an isolated point of E), we see that 
Definition 1 of continuity of a function at the point a is the same as the 
definition of the statement that the number / (a ) - the value of the function 
at a - is the limit of the function over this base, that is 

( / : E —>• R is continuous at a G E) <$ ( l im/(x) = / (a)) . 

5° We remark, however, that if l im/(x) exists, since a G UE(O) for every 

neighborhood UE(O)<> it follows that this limit must necessarily be / (a ) . 
Thus, continuity of a function / : E —> R at a point a G E is equivalent to 

the existence of the limit of this function over the base Ba of neighborhoods 
(not deleted neighborhoods) UE(O>) of a G E. 

Thus 

( / : E ->• R is continuous at a G E) <$ (3 lim/(a?)) . 

6° By the Cauchy criterion for the existence of a limit, we can now say that 
a function is continuous at a point a G E if and only if for every e > 0 there 
exists a neighborhood UE(O) of a in E1 on which the oscillation u;(/; UE(O)) 

of the function is less than e. 

Definition 2. The quantity u(f] a) = lim o;(/; C/J;(a)) (where U^(a) is the 

^-neighborhood of a in E) is called the oscillation of f : E1 —> R a£ a. 
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Formally the symbol u(f; X) has already been taken; it denotes the os­
cillation of the function on the set X. However, we shall never consider the 
oscillation of a function on a set consisting of a single point (it would obvi­
ously be zero); therefore the symbol u ; ( / ; a ) , where a is a point, will always 
denote the concept of oscillation at a point just defined in Definition 2. 

The oscillation of a function on a subset of a set does not exceed its 
oscillation on the set itself, so tha t u[f]U^(a)) is a nondecreasing function 
of 6. Since it is nonnegative, either it has a finite limit as 6 —> +0 , or else 
u(f;U^(a)) = +oo for every S > 0. In the latter case we naturally set 
cj(f;a) = +oo . 

7° Using Definition 2 we can summarize what was said in 6° as follows: a 
function is continuous at a point if and only if its oscillation at tha t point is 
zero. Let us make this explicit: 

( / : E -> R is continuous at a G E) & (u{f\ a) = 0) . 

D e f i n i t i o n 3 . A function / : E —> R is continuous on the set E if it is 
continuous at each point of E. 

The set of all continuous real-valued functions defined on a set E will be 
denoted C(E;R) or, more briefly, C(E). 

We have now discussed the concept of continuity of a function. Let us 
consider some examples. 

Example 1. If / : E —> R is a constant function, then / G C(E). This is 
obvious, since f(E) = c cV(c), for any neighborhood V(c) of c G R. 

Example 2. The function f(x) = x is continuous on R. Indeed, for any point 
XQ G R we have \f(x) — / ( ^ o ) | = \x — xo\ < e provided \x — xo\ < 6 = e. 

Example 3. The function f{x) = sin x is continuous on R. 
In fact, for any point XQ G R we have 

| sin x — sin XQ I 
x + x0 

2 cos — - — 

< 2 sin 

. x — 
sin — -

2 
X — XQ 

2 

XQ 

< 

< 

2 
X — XQ 

~~2 
XQ\<S , 

provided \x — XQ\ < 6 = e. 
Here we have used the inequality | s i n x | < \x\ proved in Example 9 of 

Paragraph d) of Subsect. 3.2.2. 

Example 4- The function f(x) = cosx is continuous on R. 
Indeed, as in the preceding example, for any point XQ G R we have 

| COS X — COS XQ \ = 
_ . X + XQ . X - XQ 

— 2 sin — - — sin — - — < 

< 2 sin -
X — XQ 

< \x — XQ\ < e , 

provided \x — XQ\ < 6 = e. 



4.1 Basic Definitions and Examples 155 

Example 5. The function f{x) = ax is continuous on R. 
Indeed by property 3) of the exponential function (see Par. d in Sub-

sect. 3.2.2, Example 10a), at any point xo G R we have 

lim ax = ax° , 
X—>Xo 

which, as we now know, is equivalent to the continuity of the function ax at 
the point XQ. 

Example 6. The function f(x) = loga x is continuous at any point x$ in its 
domain of definition R + = {x G R| x > 0}. 

In fact, by property 3) of the logarithm (see Par. d in Subsect. 3.2.2, 
Example 10b), at each point xo G R+ we have 

lim loga x = loga x0 , 
R+Bx—txo 

which is equivalent to the continuity of the function loga x at the point XQ . 
Now, given e > 0, let us try to find a neighborhood C/R+ (XO) of the point 

xo so as to have 
| l o g a x - l o g a x 0 | <e 

at each point x G UR+(XO). 

This inequality is equivalent to the relations 

x 
-e < loga — < e . 

Xo 

For definiteness assume a > 1; then these last relations are equivalent to 

xoa~£ < x < xoa£ . 

The open interval )xoa~£,xoa£[ is the neighborhood of the point xo that 
we are seeking. It is useful to note that this neighborhood depends on both 
e and the point xo, a phenomenon that did not occur in Examples 1-4. 

Example 7. Any sequence / : N —> R is a function that is continuous on the 
set N of natural numbers, since each point of N is isolated. 

4.1.2 Points of Discontinuity 

To improve our mastery of the concept of continuity, we shall explain what 
happens to a function in a neighborhood of a point where it is not continuous. 

Definition 4. If the function / : E —> R is not continuous at a point of E1, 
this point is called a point of discontinuity or simply a discontinuity of / . 
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By constructing the negation of the statement "the function / : E —> R 
is continuous at the point a G E", we obtain the following expression of the 
definition of the statement that a is a point of discontinuity of / : 

(a G E is a point of discontinuity of / ) := 

= (W(f(a)) VUE(a) 3x € UE(a) (/(*) i V(f(a)))) . 

In other words, a G E is a point of discontinuity of the function / : E -> R 
if there is a neighborhood V(/(a)) of the value / (a) that the function assumes 
at a such that in any neighborhood UE(O) of a in E1 there is a point x whose 
image is not in F ( / ( a ) ) . 

In e-S-form, this definition has the following appearance: 

3e>0V6>03xeE(\x-a\ < 6 A \f(x) - f(a)\ > e) . 

Let us consider some examples. 

Example 8. The function f(x) = sgnx is constant and hence continuous in 
the neighborhood of any point a G R that is different from 0. But in any 
neighborhood of 0 its oscillation equals 2. Hence 0 is a point of discontinuity 
for sgn x. We remark that this function has a left-hand limit lim sgnx = — 1 

x-»-0 
and a right-hand limit lim sgnx = 1. However, in the first place, these limits 

x-»+0 
are not the same; and in the second place, neither of them is equal to the 
value of sgnx at the point 0, namely sgnO = 0. This is a direct verification 
that 0 is a point of discontinuity for this function. 
Example 9. The function f(x) = Isgnxl has the limit lim Isgnxl = 1 as 

£-»0 

x —>• 0, but /(0) = |sgn0| = 0, so that lim f(x) ^ /(0), and 0 is therefore a 
£-»0 

point of discontinuity of the function. 
We remark, however, that in this case, if we were to change the value of 

the function at the point 0 and set it equal to 1 there, we would obtain a 
function that is continuous at 0, that is, we would remove the discontinuity. 
Definition 5. If a point of discontinuity a G E of the function / : E —> R 
is such that there exists a continuous function / : E —>• R such that f\E\a = 

f\E\ , then a is called a removable discontinuity of the function / . 

Thus a removable discontinuity is characterized by the fact that the limit 
^ / (a ) , and it suffices to 

f(x) for x G E , x ^ a , 

lim f(x) = A exists, but A ^ / (a ) , and it suffices to set 
E3x->a 

fix) = _ 
A for x = a , 

in order to obtain a function / : E —> R that is continuous at a. 
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Example 10. The function 

{ sin £ , for x ^ 0 , 

0 , for x = 0 , 

is discontinuous at 0. Moreover, it does not even have a limit as x —> 0, 
since, as was shown Example 5 in Subsect. 3.2.1, lim sin - does not exist. 

The graph of the function sin - is shown in Fig. 4.1. 

Fig. 4.1. 

Examples 8, 9, and 10 explain the following terminology. 

Definition 6. The point a G E is called a discontinuity of first kind for the 
function / : E -> R if the following limits2 exist: 

lim / ( * ) = : / ( a - 0 ) , lim f(x) =: / ( a + 0) , 
£ 9 x - > a - 0 £9x->o+0 

but at least one of them is not equal to the value / (a) that the function 
assumes at a. 

Definition 7. If a G E is a point of discontinuity of the function / : E —> R 
and at least one of the two limits in Definition 6 does not exist, then a is 
called a discontinuity of second kind. 

Thus what is meant is that every point of discontinuity that is not a 
discontinuity of first kind is automatically a discontinuity of second kind. 

Let us present two more classical examples. 

2 If a is a discontinuity, then a must be a limit point of the set E. It may happen, 
however, that all the points of E in some neighborhood of a lie on one side of a. 
In that case, only one of the limits in this definition is considered. 
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Example 11. The function 

( l , i f * € Q , 
V{x) = { 

{ 0 , if x G R \ Q , 

is called the Dirichlet function3 

This function is discontinuous at every point, and obviously all of its dis­
continuities are of second kind, since in every interval there are both rational 
and irrational numbers. 

Example 12. Consider the Riemann function4 

{ - , if x = — G Q , where — is in lowest terms. 

0 , if x G R \ Q . 

We remark that for any point a G M, any bounded neighborhood U(a) of 
it, and any number N G N, the neighborhood U(a) contains only a finite 
number of rational numbers ^ , m G Z, n G N, with n < N. 

By shrinking the neighborhood, one can then assume that the denomi­
nators of all rational numbers in the neighborhood (except possibly for the 

o 

point a itself if a G Q) are larger than N. Thus at any point x G U{p) we 
have \n{x)\ < 1/N. 

We have thereby shown that 

lim K(x) = 0 
x—>a 

at any point a G M\Q. Hence the Riemann function is continuous at any irra­
tional number. At the remaining points, that is, at points x G Q, the function 
is discontinuous, except at the point x = 0, and all of these discontinuities 
are discontinuities of first kind. 

4.2 Properties of Continuous Functions 

4.2.1 Local Properties 

The local properties of functions are those that are determined by the be­
havior of the function in an arbitrarily small neighborhood of the point in its 
domain of definition. 

3 P. G. Dirichlet (1805-1859) - great German mathematician, an analyst who oc­
cupied the post of professor ordinarius at Gottingen University after the death 
of Gauss in 1855. 

4 B. F. Riemann (1826-1866) - outstanding German mathematician whose ground­
breaking works laid the foundations of whole areas of modern geometry and 
analysis. 
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Thus, the local properties themselves characterize the behavior of a func­
tion in any limiting relation when the argument of the function tends to the 
point in question. For example, the continuity of a function at a point of its 
domain of definition is obviously a local property. 

We shall now exhibit the main local properties of continuous functions. 

Theorem 1. Let f : E —> R be a function that is continuous at the point 
a e E. Then the following statements hold. 

1° The function f : E —>• R is bounded in some neighborhood UE(O) of a. 

2° / / / (a) ^ 0, then in some neighborhood UE(O) all the values of the 
function have the same sign as f(a). 

3° / / the function g : UE(O>) —> R is defined in some neighborhood of a 
and, like f, is continuous at a, then the following functions are defined in 
some neighborhood of a and continuous at a: 

*)(f + g)(x):=f{x)+g(x), 

b)(f-g)(x):=f(x)-g(x), 
c) ({)(*) : = § § (provided g(a)^0). 

4° If the function g : Y -» R is continuous at a point b £ Y and f is 
such that f : E —>Y, f{a) = b, and f is continuous at a, then the composite 
function (g o f) is defined on E and continuous at a. 

Proof To prove this theorem it suffices to recall (see Sect. 4.1) that the 
continuity of the function / or g at a point a of its domain of definition 
is equivalent to the condition that the limit of this function exists over the 
base Ba of neighborhoods of a and is equal to the value of the function at a: 
l im/(x) = / (a) , \]mg(x) = g{a). 

Thus assertions 1°, 2°, and 3° of Theorem 1 follow immediately from 
the definition of continuity of a function at a point and the corresponding 
properties of the limit of a function. 

The only explanation required is to verify that the ratio U^l is actually 

defined in some neighborhood UE(O) of a. But by hypothesis g(a) ^ 0, and 
by assertion 2° of the theorem there exists a neighborhood UE(O) at every 
point of which g(x) ^ 0, that is, ^ y is defined in UE(CL). 

Assertion 4° of Theorem 1 is a consequence of the theorem on the limit 
of a composite function, by virtue of which 

Km(9 ° f)(x) = \irng(y) = g(b) = g(f(a)) = (g o f)(a) , 

which is equivalent to the continuity of (g o / ) at a. 
However, to apply the theorem on the limit of a composite function, we 

must verify that for any element Uy(b) of the base Bb there exists an element 
UE(a) of the base Ba such that f(UE(a)) C UY(b). But in fact, if UY(b) = 
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Y fl U(b), then by definition of the continuity of / : E —> Y at the point a, 
given a neighborhood U(b) = [ /( /(a)) , there is a neighborhood UE(O>) of a in 
J51 such that / ( [ /^(a)) C C/(/(a)). Since the range of / is contained in Y, we 
have /(£/*£?(a)) C YTl[/(/(a)) = Uy(b), and we have justified the application 
of the theorem on the limit of a composite function. • 

Example 1. An algebraic polynomial P(x) = aox71 + a\xn~x + • • • + an is a 
continuous function on R. 

Indeed, it follows by induction from 3° of Theorem 1 that the sum and 
product of any finite number of functions that are continuous at a point are 
themselves continuous at that point. We have verified in Examples 1 and 2 of 
Sect. 4.1 that the constant function and the function f{x) = x are continuous 
on R. It then follows that the functions axm = a • x • . . . • xj are continuous, 

m factors 
and consequently the polynomial P(x) is also. 

Example 2. A rational function R(x) = -^A - a quotient of polynomials - is 
continuous wherever it is defined, that is, where Q(x) ^ 0. This follows from 
Example 1 and assertion 3° of Theorem 1. 

Example 3. The composition of a finite number of continuous functions is 
continuous at each point of its domain of definition. This follows by induction 
from assertion 4° of Theorem 1. For example, the function esin ( lnlcosxl) is 
continuous on all of R, except at the points | (2k + 1), k G Z, where it is not 
defined. 

4.2.2 Global Properties of Continuous Functions 

A global property of a function, intuitively speaking, is a property involving 
the entire domain of definition of the function. 

Theorem 2. (The Bolzano-Cauchy intermediate-value theorem). If a func­
tion that is continuous on a closed interval assumes values with different signs 
at the endpoints of the interval, then there is a point in the interval where it 
assumes the value 0. 

In logical symbols, this theorem has the following expression.5 

( / € C[a, b] A / (a ) • f(b) < 0) => 3c € [a, b] (/(c) = 0) . 

Proof Let us divide the interval [a, b] in half. If the function does not assume 
the value 0 at the point of division, then it must assume opposite values at 
the endpoints of one of the two subintervals. In that interval we proceed as we 
did with the original interval, that is, we bisect it and continue the process. 

5 We recall that C(E) denotes the set of all continuous functions on the set E. In 
the case E = [a, b] we often write, more briefly, C[a, b] instead of C( [a, b]). 
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Then either at some step we hit a point c G [a, b] where /(c) = 0, or 
we obtain a sequence {/n} of nested closed intervals whose lengths tend to 
zero and at whose endpoints / assumes values with opposite signs. In the 
second case, by the nested interval lemma, there exists a unique point c G 
\a,b] common to all the intervals. By construction there are two sequences 
of endpoints {x'n} and {x^} of the intervals In such that f{x'n) < 0 and 
f(x'n) > 0, while lim x'n = lim x'^ = c. By the properties of a limit and 

n—>oo n—>oo 

the definition of continuity, we then find that lim f(x'n) = /(c) < 0 and 
n—>oo 

lim / « ) = /(c) > 0. Thus /(c) = 0. • 
n—>oo 

Remarks to Theorem 2 1° The proof of the theorem provides a very 
simple algorithm for finding a root of the equation f{x) = 0 on an interval at 
whose endpoints a continuous function f(x) has values with opposite signs. 

2° Theorem 2 thus asserts that it is impossible to pass continuously from 
positive to negative values without assuming the value zero along the way. 

3° One should be wary of intuitive remarks like Remark 2°, since they usually 
assume more than they state. Consider, for example, the function equal to 
—1 on the closed interval [0,1] and equal to 1 on the closed interval [2,3]. It is 
clear that this function is continuous on its domain of definition and assumes 
values with opposite signs, yet never assumes the value 0. This remark shows 
that the property of a continuous function expressed by Theorem 2 is actually 
the result of a certain property of the domain of definition (which, as will be 
made clear below, is the property of being connected.) 

Corollary to Theorem 2. / / the function (p is continuous on an open in­
terval and assumes values (p(a) = A and <p(b) = B at points a and b, then for 
any number C between A and B, there is a point c between a and b at which 
V{c) = C. 

Proof. The closed interval / with endpoints a and b lies inside the open 
interval on which (p is defined. Therefore the function f(x) = (p(x) — C is 
defined and continuous on / . Since f(a)-f(b) = (A — C)(B — C) < 0, Theorem 
2 implies that there is a point c between a and b at which /(c) = <p(c) — C = 0. 
• 

Theorem 3. (The Weierstrass maximum-value theorem). A function that is 
continuous on a closed interval is bounded on that interval. Moreover there 
is a point in the interval where the function assumes its maximum value and 
a point where it assumes its minimal value. 

Proof. Let / : E —>• R be a continuous function on the closed interval E = 
[a, b). By the local properties of a continuous function (see Theorem 1) for 
any point x G E there exists a neighborhood U(x) such that the function is 
bounded on the set UE(X) = E D U(x). The set of such neighborhoods U(x) 
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constructed for all x G E forms a covering of the closed interval [a, b] by 
open intervals. By the finite covering lemma, one can extract a finite system 
U(xi),...,U(xn) of open intervals that together cover the closed interval 
[a, 6]. Since the function is bounded on each set E fl U(xk) = £/#(#*:), that 
is, rrik < f(x) < Mk, where rrik and Mk are real numbers and x G {/̂ (tffc), 
we have 

min{rai , . . . ,m n } < f(x) < max{Mi, . . . , M/v} 

at any point x G E = [a, b]. It is now established that f(x) is bounded on 
[a,b\. 

Now let M = sup / (x) . Assume that f(x) < M at every point x £ E. 
xeE 

Then the continuous function M—f{x) on E is nowhere zero, although (by the 
definition of M) it assumes values arbitrarily close to 0. It then follows that 
the function M\fx\ is, on the one hand, continuous on E because of the local 
properties of continuous functions, but on the other hand not bounded on E, 
which contradicts what has just been proved about a function continuous on 
a closed interval. 

Thus there must be a point XM G [a, 6] at which / ( % ) = M. 
Similarly, by considering m = inf f(x) and the auxiliary function ., ] , 

xE.E J{ ' 

we prove that there exists a point xm G [a, b] at which f(xm) = m. • 

We remark that, for example, the functions fi(x) = x and f2(x) = \ are 
continuous on the open interval E = (0,1), but f\ has neither a maximal nor 
a minimal value on E, and fa is unbounded on E. Thus, the properties of 
a continuous function expressed in Theorem 3 involve some property of the 
domain of definition, namely the property that from every covering of E by 
open intervals one can extract a finite subcovering. From now on we shall call 
such sets compact. 

Before passing to the next theorem, we give a definition. 

Definition 1. A function / : E -> R is uniformly continuous oil a set E C R 
if for every e > 0 there exists S > 0 such that \f(xi) — / (x 2 ) | < e for all points 
X\,X2 G E such that \x\ — a^l < S. 

More briefly, 

( / : E -» R is uniformly continuous ) := 

= (Ve > 035 > OVzi G EVx2 G E (|a?i - ar2| < 5 => 

^ | / ( * l ) - / ( * 2 ) | < * ) ) . 

Let us now discuss the concept of uniform continuity. 

1° If a function is uniformly continuous on a set, it is continuous at each 
point of that set. Indeed, in the definition just given it suffices to set x\ = x 
and X2 = a, and we see that the definition of continuity of a function / : 
E -» R at a point a G E is satisfied. 
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2° Generally speaking, the continuity of a function does not imply its 
uniform continuity. 

Example 4- The function f(x) = sin^, which we have encountered many 
times, is continuous on the open interval ]0,1[= E. However, in every neigh­
borhood of 0 in the set E the function assumes both values —1 and 1. There­
fore, for e < 2, the condition \f(xi) — f(x2)\ < £ does not hold. 

In this connection it is useful to write out explicitly the negation of the 
property of uniform continuity for a function: 

( / : E -> E is not uniformly continuous) := 

= (3£ > 0V5 > 03zi G E3x2 G E(\x! - x2\ <5A 

A\f(x1)-f(x2)\>£)). 

This example makes the difference between continuity and uniform conti­
nuity of a function on a set intuitive. To point out the place in the definition 
of uniform continuity from which this difference proceeds, we give a detailed 
expression of what it means for a function / : E -> E to be continuous on E: 

(f : E -> E is continuous on E := 

= (VaeEV£>035>0VxeE(\x-a\ <5 =>\f(x) - f(a)\ < e)) . 

Thus the number S is chosen knowing the point a G E and the number 
£, and so for a fixed £ the number S may vary from one point to another, as 
happens in the case of the function sin ^ considered in Example 1, or in the 
case of the function loga x or ax studied over their full domain of definition. 

In the case of uniform continuity we are guaranteed the possibility of 
choosing S knowing only £ > 0 so that \x — a\ < S implies \f(x) — f(a)\ < £ 
for all x G E and a G E. 

Example 5. If the function / : E -> E is unbounded in every neighborhood 
of a fixed point xo G E, then it is not uniformly continuous. 

Indeed, in that case for any S > 0 there are points x\ and x2 in every 
|-neighborhood of x0 such that | / (^ i ) — f(x2)\ > 1 although \xi — x2\ < S. 

Such is the situation with the function f(x) = ^ on the set E \ 0. In this 
case xo = 0. The same situation holds in regard to loga x, which is defined 
on the set of positive numbers and unbounded in a neighborhood of xo = 0. 

Example 6. The function f(x) = x2, which is continuous on E, is not uni­
formly continuous on E. 

In fact, at the points x'n = \ /n + 1 and x'^ = y/n, where n G N, we have 
f(x'n) = n + 1 and / « ) = n, so that / « ) - / « ) = 1. But 

lim (\/n + 1 — y/n) = lim — = 0 , 
n->oo n->oo yjn + 1 + y/n 

so that for any S > 0 there are points x'n and x'^ such that \x'n —x'^\ < 5, yet 

/ « ) - / « ) = !• 
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Example 7. The function f(x) = sin(x2), which is continuous and bounded 
on R, is not uniformly continuous on R. Indeed, at the points x'n = ^ / | ( n + 1) 
and x'^ = \f\n^ where n G N, we have \f{x'n) — f{x'^)\ = 1, while lim \x'n — 

<| = o. 

After this discussion of the concept of uniform continuity of a function 
and comparison of continuity and uniform continuity, we can now appreciate 
the following theorem. 

Theorem 4. (The Cantor-Heine theorem on uniform continuity). A func­
tion that is continuous on a closed interval is uniformly continuous on that 
interval. 

We note that this theorem is usually called Cantor's theorem in the lit­
erature. To avoid unconventional terminology we shall preserve this common 
name in subsequent references. 

Proof Let / : E -> R be a given function, E = [a, 6], and / G C(E). Since 
/ is continuous at every point x G E, it follows (see 6° in Subsect. 4.1.1) 
that, knowing e > 0 we can find a ^-neighborhood U6(x) of x such that the 
oscillation cj(f; U^(x)) of / on the set U5

E(x) = E n Us(x), consisting of the 
points in the domain of definition E lying in U6(x), is less than e. For each 
point x G E we construct a neighborhood U6(x) having this property. The 
quantity S may vary from one point to another, so that it would be more 
accurate, if more cumbersome, to denote the neighborhood by the symbol 
U5(x\x), but since the whole symbol is determined by the point x, we can 
agree on the following abbreviated notation: U(x) = U5^x\x) and V(x) = 
U5W2(x). 

The open intervals V(x), x G E, taken together, cover the closed interval 
[a, 6], and so by the finite covering lemma one can select a finite covering 
V(xi),..., V(xn). Let S = min {^5(xi),..., ^S(xn)}. We shall show that 
\f(x') — f(x")\ < e for any points x',x" G E such that \x' — x"\ < S. Indeed, 
since the system of open intervals V(# i ) , . . . , V(xn) covers E, there exists an 
interval V{xi) of this system that contains a/, that is \x' — xi\ < \8{xi). But 
in that case 

\x" - Xi\ < \x' - x"\ + \x' - xi\ < S + -S(xi) < -8{xi) + -8{xi) = Sfa) . 

Consequently x'\x" G U$Xi\xi) = Er\U5^\xi) and so \f(x') - f(x")\ < 

^ U ^ i x ^ K e . D 

The examples given above show that Cantor's theorem makes essential 
use of a certain property of the domain of definition of the function. It is 
clear from the proof that, as in Theorem 3, this property is that from every 
covering of E by neighborhoods of its points one can extract a finite covering. 
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Now that Theorem 4 has been proved, it is useful to return once again 
to the examples studied earlier of functions that are continuous but not uni­
formly continuous, in order to clarify how it happens that sin(x2), for ex­
ample, which is uniformly continuous on each closed interval of the real line 
by Cantor's theorem, is nevertheless not uniformly continuous on EL The 
reason is completely analogous to the reason why a continuous function in 
general fails to be uniformly continuous. This time we invite our readers to 
investigate this question on their own. 

We now pass to the last theorem of this section, the inverse function 
theorem. We need to determine the conditions under which a real-valued 
function on a closed interval has an inverse and the conditions under which 
the inverse is continuous. 

Proposi t ion 1. A continuous mapping f : E -> R of a closed interval E = 
[a, b] into M is injective if and only if the function f is strictly monotonic on 
[a,b\. 

Proof If / is increasing or decreasing on any set E C K. whatsoever, the 
mapping / : E -> E is obviously injective: at different points of E the function 
assumes different values. 

Thus the more substantive part of Proposition 1 consists of the assertion 
that every continuous injective mapping / : [a, b] -> E is realized by a strictly 
monotonic function. 

Assuming that such is not the case, we find three points x\ < x2 < xs 
in [a,b) such that f(x2) does not lie between f(x\) and f{x^). In that case, 
either f(x^) lies between f{x\) and f{x2) or f{x\) lies between f(x2) and 
f(xs). For definiteness assume that the latter is the case. By hypothesis / is 
continuous on [#2, #3]. Therefore, by Theorem 2, there is a point x[ in this 
interval such that f(x[) = f{x\). We then have x\ < x[, but f(x\) = f(x[), 
which is inconsistent with the injectivity of the mapping. The case when 
f(xs) lies between f(x\) and f(x2) is handled similarly. • 

Proposi t ion 2. Each strictly monotonic function f : X -> E defined on 
a numerical set X C IK. has an inverse f~l : Y -> IK. defined on the set 
Y = f(X) of values of f, and has the same kind of monotonicity on Y that 
f has on X. 

Proof The mapping / : X -> Y = f{X) is surjective, that is, it is a mapping 
of X onto Y. For definiteness assume that / : X -> Y is increasing on X. In 
that case 

Va?i e XVx2 eX(Xl<x2& f(Xl) < f(x2)) . (4.1) 

Thus the mapping / : X -> Y assumes different values at different points, 
and so is injective. Consequently / : X -> Y is bijective, that is, it is a 
one-to-one correspondence between X and Y. Therefore the inverse mapping 
f~l : Y -> X is defined by the formula x = f~l{y) when y = f{x). 
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Comparing the definition of the mapping / l : Y -> X with relation 
(4.1), we arrive at the relation 

Vyi e YVV2 e Y (r\yi) < r\y2) ^yi< y2), (4.2) 

which means that the function f~l is also increasing on its domain of defini­
tion. 

The case when / : X -> Y is decreasing on X is obviously handled 
similarly. • 

In accordance with Proposition 2 just proved, if we are interested in the 
continuity of the function inverse to a real-valued function, it is useful to 
investigate the continuity of monotonic functions. 

Proposi t ion 3. The discontinuities of a function f : E -> R that is mono-
tonic on the set E C M. can be only discontinuities of first kind. 

Proof For definiteness let / be nondecreasing. Assume that a G E is a point 
of discontinuity of / . Since a cannot be an isolated point of E, a must be 
a limit point of at least one of the two sets E~ = {x G E\ x < a] and 
^a = {x € E\x > a}. Since / is nondecreasing, for any point x G E~ we 
have f{x) < / (a ) , and the restriction f\E- of / to E~ is a nondecreasing 
function that is bounded from above. It then follows that the limit 

lim (f\E-)(x)= lim /(x) = / ( o - 0 ) 
E~Bx^a a EBx^a-0 

exists. 
The proof that the limit lim f(x) = f{a + 0) exists when a is a limit 

EBX^HI+O 

point of E+ is analogous. 
The case when / is a nonincreasing function can be handled either by 

repeating the reasoning just given or passing to the function —/, so as to 
reduce the question to the case already considered. • 

Corollary 1. If a is a point of discontinuity of a monotonic function f : 
E -» R, then at least one of the limits 

lim f(x)=f(a-0), lim /(a:) = / (o + 0) 
EBx^-a-0 E3X^HL+0 

exists, and strict inequality holds in at least one of the inequalities f(a — 0) < 
f{o) < f(d + 0) when f is nondecreasing and f(a — 0) > f(a) > f(a + 0) 
when f is nonincreasing. The function assumes no values in the open interval 
defined by the strict inequality. Open intervals of this kind determined by 
different points of discontinuity have no points in common. 

Proof. Indeed, if a is a point of discontinuity, it must be a limit point of 
the set E, and by Proposition 3 is a discontinuity of first kind. Thus at 
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least one of the bases E 3 x -> a — 0 and E3x-±a + 0is defined, 
and the limit of the function over that base exists. (When both bases are 
defined, the limits over both bases exist.) For definiteness assume that / 
is nondecreasing. Since a is a point of discontinuity, strict inequality must 
actually hold in at least one of the inequalities f(a — 0) < f(a) < f(a + 0). 
Since fix) < lim fix) = fia — 0), if x G E and x < a, the open interval 

EBx^-a-Q 

(/(a — 0), /(a)) defined by the strict inequality f(a — 0) < f(a) is indeed 
devoid of values of the function. Analogously, since f(a + 0) < f(x) if x G E 
and a < x, the open interval (/(a), f{a + 0)) defined by the strict inequality 
f(a) < f(a + 0) contains no values of / . 

Let a\ and ai be two different points of discontinuity of / , and assume 
a\ <ai> Then, since the function is nondecreasing, 

f(ai - 0) < / (a i ) < / ( a i + 0) < f(a2 - 0) < / (a 2 ) < / ( a 2 + 0) . 

It follows from this that the intervals containing no values of / and corre­
sponding to different points of discontinuity are disjoint. • 

Corollary 2. The set of points of discontinuity of a monotonic function is 
at most countable. 

Proof With each point of discontinuity of a monotonic function we associate 
the corresponding open interval in Corollary 1 containing no values of / . 
These intervals are pairwise disjoint. But on the line there cannot be more 
than a countable number of pairwise disjoint open intervals. In fact, one can 
choose a rational number in each of these intervals, so that the collection of 
intervals is equipollent with a subset of the set <Q> of rational numbers. Hence 
it is at most countable. Therefore, the set of points of discontinuity, which 
is in one-to-one correspondence with a set of such intervals, is also at most 
countable. • 

Proposition 4. (A criterion for continuity of a monotonic function.) A 
monotonic function f : E -> R defined on a closed interval E = [a, b) is 
continuous if and only if its set of values f(E) is the closed interval with 
endpoints f(a) and f(b).6 

Proof If / is a continuous monotonic function, the monotonicity implies that 
all the values that / assumes on the closed interval [a,b] lie between the values 
f(a) and f(b) that it assumes at the endpoints. By continuity, the function 
must assume all the values intermediate between f(a) and /(&). Hence the set 
of values of a function that is monotonic and continuous on a closed interval 
[a, b] is indeed the closed interval with endpoints f(a) and f(b). 

Let us now prove the converse. Let / be monotonic on the closed interval 
[a, b]. If / has a discontinuity at some point c G [a, 6], by Corollary 1 one of the 

6 Here f(a) < f(b) if / is nondecreasing, and f(b) < f(a) if / is nonincreasing. 
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open intervals ]/(c — 0), f(c)[ and ]/(c), / ( c + 0[ is defined and nonempty and 
contains no values of / . But, since / is monotonic, that interval is contained in 
the interval with endpoints f(a) and f(b). Hence if a monotonic function has 
a point of discontinuity on the closed interval [a, 6], then the closed interval 
with endpoints f(a) and f(b) cannot be contained in the range of values of 
the function. • 

Theorem 5. (The inverse function theorem). A function f : X -> K. that is 
strictly monotonic on a set X C K. has an inverse f~l : Y -> K. defined on 
the set Y = f(X) of values of f. The function / _ 1 : Y -> IK. is monotonic 
and has the same type of monotonicity on Y that f has on X. 

If in addition X is a closed interval [a, b) and f is continuous on X, then 
the set Y = f(X) is the closed interval with endpoints / (a) and f(b) and the 
function f~1:Y-*Ris continuous on it. 

Proof The assertion that the set Y = f{X) is the closed interval with end-
points f(a) and f(b) when X = [a, b] and / is continuous follows from 
Proposition 4 proved above. It remains to be verified that / _ 1 : Y -> K. 
is continuous. But f~l is monotonic on Y, Y is a closed interval, and 
f~1(Y) = X = [a, b] is also a closed interval. We conclude by Proposition 4 
that f~l is continuous on the interval Y with endpoints f(a) and f(b). • 

Example 8. The function y = f{x) = sinx is increasing and continuous on 
the closed interval [—§,§]. Hence the restriction of the function to the closed 
interval [ — f, f ] has an inverse x = / _ 1 ( y ) , which we denote x = arcsiny; 
this function is defined on the closed interval [sin ( — f )5sin (^)] = [—1,1], 
increases from — ̂  to | , and is continuous on this closed interval. 

Example 9. Similarly, the restriction of the function y = cos x to the closed 
interval [0, ir] is a decreasing continuous function, which by Theorem 5 has 
an inverse denoted x = arccosy, defined on the closed interval [—1,1] and 
decreasing from IT to 0 on that interval. 

Example 10. The restriction of the function y = tanx to the open interval 
X = ] — ^, |- [ is a continuous function that increases from — oo to +oo. By 
the first part of Theorem 5 it has an inverse denoted x = arctan y, defined 
for all yGM, and increasing within the open interval ] — |-, | [ of its values. 
To prove that the function x = arctan y is continuous at each point yo of its 
domain of definition, we take the point XQ = arctan yo and a closed interval 
[xo — £, xo + e] containing XQ and contained in the open interval ] — §> § [• If 
xo — e = arctan(yo — ^i) and XQ + e = arctan(yo + ^2), then for every y G i 
such that yo — Si < y < 2/0+^2 we shall have XQ — e < arctany < XQ+S. Hence 
I arctan y — arctan yo I < e icx —8\ < y — yo < #2- The former inequality holds 
in particular if \y — y0\ < S = m i n j J i , ^ } , which verifies that the function 
x = arctan y is continuous at the point yo G 1L 
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Example 11. By reasoning analogous to tha t of the preceding example, we 
establish tha t since the restriction of the function y = c o t x to the open 
interval ]0, TT[ is a continuous function tha t decreases from +oo to — oo, it has 
an inverse denoted x = arccoty, defined, continuous, and decreasing on the 
entire real line M. from IT to 0 and assuming values in the range ]0, TT[. 

Remark. In constructing the graphs of mutually inverse functions y = f{x) 
and x = f~l{y) it is useful to keep in mind tha t in a given coordinate system 
the points with coordinates {x,f{x)) = (x,y) and (y,f~1(y)) = {y,x) are 
symmetric with respect to the bisector of the angle in the first quadrant . 

Thus the graphs of mutually inverse functions, when drawn in the same 
coordinate system, are symmetric with respect to this angle bisector. 

4.2 .3 P r o b l e m s a n d Exerc i ses 

1. Show that 

a) if / G C(A) and B C A, then f\ G C(£ ) ; 
\B 

b) if a function / : E\ U Ei -¥ R is such that / G C(Ei), i = 1, 2, it is not 

always the case that / G C(E\ U E2). 

c) the Riemann function 1Z, and its restriction 1Z\ to the set of rational numbers 
IQ 

are both discontinuous at each point of Q except 0, and all the points of discontinuity 

are removable (see Example 12 of Sect. 4.1). 

2. Show that for a function / G C[a, b] the functions 

m(x) = min f(t) and M(x) = max f(t) 
a<t<x a<t<x 

are also continuous on the closed interval [a, b]. 

3. a) Prove that the function inverse to a function that is monotonic on an open 
interval is continuous on its domain of definition. 

b) Construct a monotonic function with a countable set of discontinuities. 

c) Show that if functions f : X —¥ Y and / _ 1 : Y —¥ X are mutually inverse 
(here X and Y are subsets of R), and / is continuous at a point xo G X, the 
function / _ 1 need not be continuous at yo = f(xo) in Y. 

4. Show that 

a) if / G C[a,b] and g G C[a,b], and, in addition, f(a) < g(a) and f(b) > g(b), 
then there exists a point c G [a, b] at which /(c) = #(c); 

b) any continuous mapping / : [0,1] —>• [0,1] of a closed interval into itself has 
a fixed point, that is, a point x G [0,1] such that f(x) = x\ 

c) if two continuous mappings / and g of an interval into itself commute, that 
is, / o g = g o / , then they have a common fixed point; 

d) a continuous mapping / : R —>• R may fail to have a fixed point; 
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e) a continuous mapping / :]0,1[—>]0,1[ may fail to have a fixed point; 

f) if a mapping / : [0,1] —>• [0,1] is continuous, / (0) = 0, / ( l ) = 1, and 
( / ° f)(x) = x on [0,1], then f(x) = x. 

5. Show that the set of values of any function that is continuous on a closed interval 
is a closed interval. 

6. Prove the following statements. 

a) If a mapping / : [0,1] —¥ [0,1] is continuous, / (0) = 0, / ( l ) = 1, and 
fn(x) := / o . . . o f(x) E x o n [0,1], then f(x) = x. 

V v ' 
n factors 

b) If a function / : [0,1] -¥ [0,1] is continuous and nondecreasing, then for any 
point x G [0,1] at least one of the following situations must occur: either x is a 
fixed point, or fn(x) tends to a fixed point. (Here fn(x) = f o . . . o f(x) is the nth 
iteration of / . ) 

7. Let / : [0,1] -> R be a continuous function such that / (0) = / ( l ) . Show that 

a) for any n G N there exists a horizontal closed interval of length ^ with 
endpoints on the graph of this function; 

b) if the number I is not of the form - there exists a function of this form on 
whose graph one cannot inscribe a horizontal chord of length I. 

8. The modulus of continuity of a function / : E —¥ R is the function u (8) defined 
for 8 > 0 as follows: 

u>(6)= sup | / ( x i ) - / ( x 2 ) | . 
\xi—X2\<$ 
xi, X2GE 

Thus, the least upper bound is taken over all pairs of points x\, X2 of E whose 
distance apart is less than 8. 

Show that 

a) the modulus of continuity is a nondecreasing nonnegative function having 
the limit7 o;(+0) = lim u>(8); 

V 7 <5->+0 V n 

b) for every e > 0 there exists 8 > 0 such that for any points xi,X2 G E the 
relation \xi — X2I < 8 implies \f(x\) — / (#2) | < w(-f0) + e\ 

c) if E is a closed interval, an open interval, or a half-open interval, the relation 

v(8i + 82) < w{8\) + u){82) 

holds for the modulus of continuity of a function / : E —>• R; 

d) the moduli of continuity of the functions x and sin(x2) on the whole real axis 
are respectively u(8) = 8 and the constant u(8) = 2 in the domain 8 > 0; 

e) a function / is uniformly continuous on E if and only if a;(+0) = 0. 

7 For this reason the modulus of continuity is usually considered for 8 > 0, setting 
<j(0) = < J ( + 0 ) . 
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9. Let / and g be bounded functions defined on the same set X. The quantity 
A = sup \f(x) — g(x)\ is called the distance between / and g. It shows how well 

xex 
one function approximates the other on the given set X. Let X be a closed interval 
[a,b]. Show that if / , g G C[a,b], then 3XQ G [a,6], where Z\ = |/(xo) — p(xo)|, and 
that such is not the case in general for arbitrary bounded functions. 

10. Let Pn(x) be a polynomial of degree n. We are going to approximate a bounded 
function / : [a, b] —>• R by polynomials. Let 

Z\(Pn) = sup | / ( x ) - P n ( x ) | and £ „ ( / ) = inf 4 ( P n ) , 
xe[a,b] P™ 

where the infimum is taken over all polynomials of degree n. A polynomial P n is 
called a polynomial of best approximation of / if A(Pn) = En(f). 

Show that 

a) there exists a polynomial Po(x) = ao of best approximation of degree zero; 

b) among the polynomials Q\(x) of the form APn(x), where P n is a fixed poly­
nomial, there is a polynomial Q\0 such that 

A(QXo) = mm A(QX); 

c) if there exists a polynomial of best approximation of degree n, there also 
exists a polynomial of best approximation of degree n + 1; 

d) for any bounded function on a closed interval and any n = 0 ,1, 2 , . . . there 
exists a polynomial of best approximation of degree n. 

11 . Prove the following statements. 

a) A polynomial of odd degree with real coefficients has at least one real root. 

b) If Pn is a polynomial of degree n, the function sgn Pn(x) has at most n points 
of discontinuity. 

c) If there are n + 2 points XQ < x\ < • • • < xn+i in the closed interval [a, b] 
such that the quantity 

s g n [ ( / ( x i ) - . P « ( z i ) ) ( - l ) i ] 

assumes the same value for i = 0 , . . . , n + 1 , then En(f) > min \f(xi) — Pn(xi)\. 
0<i<n+l 

(This result is known as Vallee Poussin's theorem.8 For the definition of En(f) see 
Problem 10.) 

12. a) Show that for any n G N the function Tn(x) = cos(narccosx) defined on 
the closed interval [—1,1] is an algebraic polynomial of degree n. (These are the 
Chebyshev polynomials.) 

b) Find an explicit algebraic expression for the polynomials Ti, T2, T3, and T4 
and draw their graphs. 

8 Ch. J.de la Vallee Poussin (1866-1962) - Belgian mathematician and specialist 
in theoretical mechanics. 



172 4 Continuous Functions 

c) Find the roots of the polynomial Tn(x) on the closed interval [—1,1] and the 
points of the interval where |Tn(x)| assumes its maximum value. 

d) Show that among all polynomials Pn (x) of degree n whose leading coefficient 
is 1 the polynomial Tn{x) is the unique polynomial closest to zero, that is, En(0) = 
max |Tn(x)|. (For the definition of En(f) see Problem 10.) 
| x | < l 

13. Let f e C[a,b]. 

a) Show that if the polynomial Pn (x) of degree n is such that there are n + 2 
points xo < " - < Xn+i (called Chebyshev alternant points) for which f(xi) — 
Pn(xi) = (—iyA(Pn) - a, where A{Pn) = max \f(x) — Pn(x)\ and a is a constant 

xG[a,b] 

equal to 1 or —1, then Pn(x) is the unique polynomial of best approximation of 
degree n to f (see Problem 10). 

b) Prove Chebyshev's theorem: A polynomial Pn(x) of degree n is a polynomial 
of best approximation to the function f G C[a, b] if and only if there are at least 
n + 2 Chebyshev alternant points on the closed interval [a, b]. 

c) Show that for discontinuous functions the preceding statement is in general 
not true. 

d) Find the polynomials of best approximation of degrees zero and one for the 
function |x| on the interval [—1,2]. 

14. In Sect. 4.2 we discussed the local properties of continuous functions. The 
present problem makes the concept of a local property more precise. 

Two functions / and g are considered equivalent if there is a neighborhood U(a) 
of a given point a G l such that f(x) = g(x) for all x G U(a). This relation between 
functions is obviously reflexive, symmetric, and transitive, that is, it really is an 
equivalence relation. 

A class of functions that are all equivalent to one another at a point a is called 
a germ of functions at a. If we consider only continuous functions, we speak of a 
germ of continuous functions at a. 

The local properties of functions are properties of the germs of functions. 

a) Define the arithmetic operations on germs of numerical-valued functions 
defined at a given point. 

b) Show that the arithmetic operations on germs of continuous functions do not 
lead outside this class of germs. 

c) Taking account of a) and b), show that the germs of continuous functions 
form a ring - the ring of germs of continuous functions. 

d) A subring / of a ring K is called an ideal of K if the product of every element 
of the ring K with an element of the subring / belongs to / . Find an ideal in the 
ring of germs of continuous functions at a. 

15. An ideal in a ring is maximal if it is not contained in any larger ideal except 
the ring itself. The set C[a, b] of functions continuous on a closed interval forms a 
ring under the usual operations of addition and multiplication of numerical-valued 
functions. Find the maximal ideals of this ring. 



5 Differential Calculus 

5.1 Differentiable Functions 

5.1.1 S t a t e m e n t of t h e P r o b l e m a n d I n t r o d u c t o r y C o n s i d e r a t i o n s 

Suppose, following Newton,1 we wish to solve the Kepler problem2 of two 
bodies, tha t is, we wish to explain the law of motion of one celestial body m (a 
planet) relative to another body M (a s tar) . We take a Cartesian coordinate 
system in the plane of motion with origin at M (Fig. 5.1). Then the position 
of m at t ime t can be characterized numerically by the coordinates (#(£), y{t)) 
of the point in tha t coordinate system. We wish to find the functions x(t) 
and y(t). 

Fig. 5 .1 . 

The motion of m relative to M is governed by Newton's two famous laws: 

the general law of motion 
raa = F , (5.1) 

1 I. Newton (1642-1727) - British physicist, astronomer, and mathematician, an 
outstanding scholar, who stated the basic laws of classical mechanics, discov­
ered the law of universal gravitation, and developed (along with Leibniz) the 
foundations of differential and integral calculus. He was appreciated even by 
his contemporaries, who inscribed on his tombstone: "Hie depositum est, quod 
mortale fuit Isaaci Newtoni" (Here lies what was mortal of Isaac Newton). 

2 J. Kepler (1571-1630) - famous German astronomer who discovered the laws of 
motion of the planets (Kepler's laws). 
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connecting the force vector with the acceleration vector that it produces via 
the coefficient of proportionality m - the inertial mass of the body,3 and 

the law of universal gravitation, which makes it possible to find the gravi­
tational action of the bodies m and M on each other according to the formula 

F = G--^T , 5.2 
lrl 

where r is a vector with its initial point in the body to which the force is 
applied and its terminal point in the other body and |r| is the length of the 
vector r, that is, the distance between m and M. 

Knowing the masses m and M, we can easily use Eq. (5.2) to express 
the right-hand side of Eq. (5.1) in terms of the coordinates x(t) and y(t) of 
the body m at time £, and thereby take account of all the data for the given 
motion. 

To obtain the relations on x(t) and y(t) contained in Eq. (5.1), we must 
learn how to express the left-hand side of Eq. (5.1) in terms of x(t) and y(t). 

Acceleration is a characteristic of a change in velocity v(£). More precisely, 
it is simply the rate at which the velocity changes. Therefore, to solve the 
problem we must first of all learn how to compute the velocity v(£) at time 
t possessed by a body whose motion is described by the radius-vector r(t) = 
(*(*), y(*)). 

Thus we wish to define and learn how to compute the instantaneous ve­
locity of a body that is implicit in the law of motion (5.1). 

To measure a thing is to compare it to a standard. In the present case, 
what can serve as a standard for determining the instantaneous velocity of 
motion? 

The simplest kind of motion is that of a free body moving under iner­
tia. This is a motion under which equal displacements of the body in space 
(as vectors) occur in equal intervals of time. It is the so-called uniform (rec­
tilinear) motion. If a point is moving uniformly, and r(0) and r( l) are its 
radius-vectors relative to an inertial coordinate system at times t = 0 and 
t = 1 respectively, then at any time t we shall have 

r(t) - r(0) = v >t , (5.3) 

where v = r( l ) — r(0). Thus the displacement r(t) — r(0) turns out to be a 
linear function of time in this simplest case, where the role of the constant 
of proportionality between the displacement r(t) — r(0) and the time t is 
played by the vector v that is the displacement in unit time. It is this vector 
that we call the velocity of uniform motion. The fact that the motion is 
rectilinear can be seen from the parametric representation of the trajectory: 

3 We have denoted the mass by the same symbol we used for the body itself, 
but this will not lead to any confusion. We remark also that if ra <C M, the 
coordinate system chosen can be considered inertial. 
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r(t) = r(0) + v • t, which is the equation of a straight line, as you will recall 
from analytic geometry. 

We thus know the velocity v of uniform rectilinear motion given by Eq. 
(5.3). By the law of inertia, if no external forces are acting on a body, it 
moves uniformly in a straight line. Hence if the action of M on m were to 
cease at time £, the latter would continue its motion, in a straight line at a 
certain velocity from that time on. It is natural to regard that velocity as the 
instantaneous velocity of the body at time t. 

However, such a definition of instantaneous velocity would remain a pure 
abstraction, giving us no guidance for explicit computation of the quantity, if 
not for the circumstance of primary importance that we are about to discuss. 

While remaining within the circle we have entered (logicians would call 
it a "vicious" circle) when we wrote down the equation of motion (5.1) and 
then undertook to determine what is meant by instantaneous velocity and 
acceleration, we nevertheless remark that, even with the most general ideas 
about these concepts, one can draw the following heuristic conclusions from 
Eq. (5.1). If there is no force, that is, F = 0, then the acceleration is also 
zero. But if the rate of change a(£) of the velocity w(t) is zero, then the 
velocity v(£) itself must not vary over time. In that way, we arrive at the law 
of inertia, according to which the body indeed moves in space with a velocity 
that is constant in time. 

Prom this same Equation (5.1) we can see that forces of bounded magni­
tude are capable of creating only accelerations of bounded magnitude. But if 
the absolute magnitude of the rate of change of a quantity P(t) over a time 
interval [0, t] does not exceed some constant c, then, in our picture of the sit­
uation, the change \P(i) — P(0)\ in the quantity P over time t cannot exceed 
c • t, that is, in this situation, the quantity changes by very little in a small 
interval of time. (In any case, the function P(t) turns out to be continuous.) 
Thus, in a real mechanical system the parameters change by small amounts 
over a small time interval. 

In particular, at all times t close to some time to the velocity v(i) of the 
body m must be close to the value V(£Q) that we wish to determine. But in 
that case, in a small neighborhood of the time to the motion itself must differ 
by only a small amount from uniform motion at velocity V(£Q), and the closer 
to to, the less it differs. 

If we photographed the trajectory of the body m through a telescope, 
depending on the power of the telescope, we would see approximately what 
is shown in Fig. 5.2. 

The portion of the trajectory shown in Fig. 5.2c corresponds to a time 
interval so small that it is difficult to distinguish the actual trajectory from 
a straight line, since this portion of the trajectory really does resemble a 
straight line, and the motion resembles uniform rectilinear motion. From this 
observation, as it happens, we can conclude that by solving the problem of 
determining the instantaneous velocity (velocity being a vector quantity) we 
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Fig. 5.2. 

will at the same time solve the purely geometric problem of defining and 
finding the tangent to a curve (in the present case the curve is the trajectory 
of motion). 

Thus we have observed that in this problem we must have v(t) « v(£o) 
for t close to to, that is, v(t) -> v(£o) as t -> to, or, what is the same, 
v(t) = v(£o) + o(l) as t -> to. Then we must also have 

r(t) - r(t0) « v(t0) • (* - t0) 

for t close to to. More precisely, the value of the displacement r(t) — r(to) is 
equivalent to v(to)(t — to) as t -> to, or 

r(t) - r(t0) = v(t0)(t - to) + o(v(t0)(t - t0)) (5.4) 

where o(y(to)(t — to)) is a correction vector whose magnitude tends to zero 
faster than the magnitude of the vector v(to)(t—to) as t -> to- Here, naturally, 
we must except the case when v(to) = 0. So as not to exclude this case 
from consideration in general, it is useful to observe that4 \v(to)(t — to)\ = 
|v(t0) | |t - *o|. Thus, if |v(*0)| + 0, then the quantity \v(t0)(t - t0)\ is of 
the same order as \t — to\, and therefore o(y(to)(t — to)) = o(t — to). Hence, 
instead of (5.4) we can write the relation 

r(t) - r(t0) = v(t0)(t - to) + o(t - t0) , (5.5) 

which does not exclude the case v(to) = 0. 
Thus, starting from the most general, and perhaps vague ideas about 

velocity, we have arrived at Eq. (5.5), which the velocity must satisfy. But 
the quantity V(£Q) can be found unambiguously from Eq. (5.5): 

v(t0) = Hm 
t—HQ 

r(t) - v(t0) 

t-to 
(5.6) 

4 Here \t — to\ is the absolute value of the number t — to, while |v| is the absolute 
value, or length of the vector v. 
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Therefore both the fundamental relation (5.5) and the relation (5.6) equiv­
alent to it can now be taken as the definition of the quantity v(£o), the 
instantaneous velocity of the body at time to-

At this point we shall not allow ourselves to be distracted into a detailed 
discussion of the problem of the limit of a vector-valued function. Instead, 
we shall confine ourselves to reducing it to the case of the limit of a real-
valued function, which has already been discussed in complete detail. Since 
the vector r(t) — r(t0) has coordinates (x(t) — x(to),y(t) — y(to)), w e n a v e 

r(t)
tZ

r£o) = (x(*ll*0
(*o), y(t)

tZito)) and hence, if we regard vectors as being 
close together if their coordinates are close together, the limit in (5.6) should 
be interpreted as follows: 

vfo) = lim r-^lM = / lim *(«)-*(*,) lim y(t)-y(toU 
t->t0 t — to \ t->t0 t — to t->t0 t — to / 

and the term o(t — t0) in (5.5) should be interpreted as a vector depending 
on t such that the vector /_!"/ tends (coordinatewise) to zero as t -> to-

Finally, we remark that if v(to) ^ 0, then the equation 

r - r(t0) = v(t0) - (t - to) (5.7) 

defines a line, which by the circumstances indicated above should be regarded 
as the tangent to the trajectory at the point (x(to),y(to)). 

Thus, the standard for defining the velocity of a motion is the velocity of 
uniform rectilinear motion defined by the linear relation (5.7). The standard 
motion (5.7) is connected with the motion being studied as shown by relation 
(5.5). The value v(£o) at which (5.5) holds can be found by passing to the 
limit in (5.6) and is called the velocity of motion at time to. The motions 
studied in classical mechanics, which are described by the law (5.1), must 
admit comparison with this standard, that is, they must admit of the linear 
approximation indicated in (5.5). 

If r(t) = (x(t),y(t)) is the radius-vector of a moving point m at time £, 
then r(t) = (x(t),y(t)) = v(t) is the vector that gives the rate of change of 
r(t) at time £, and r(t) = (x(t),y(t)) = a.(t) is the vector that gives the rate 
of change of v(t) (acceleration) at time £, then Eq. (5.1) can be written in 
the form 

m • r(t) = F(t) , 

from which we obtain in coordinate form for motion in a gravitational field 

x(t) 
x(t) = -GMr 0 / .—v y

0/ x1Q/0 , v ; [x2(t) + y2(t)}*/2 ' 
(5.8) 

This is a precise mathematical expression of our original problem. Since 
we know how to find r(t) from r(t) and then how to find r(t), we are already 
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in a position to answer the question whether a pair of functions (x(t),y(t)) 
can describe the motion of the body m about the body M. To answer this 
question, one must find x(t) and y(t) and check whether Eqs. (5.8) hold. The 
system (5.8) is an example of a system of so-called differential equations. At 
this point we can only check whether a set of functions is a solution of the 
system. How to find the solution or, better expressed, how to investigate the 
properties of solutions of differential equations, is studied in a special and, as 
one can now appreciate, critical area of analysis - the theory of differential 
equations. 

The operation of finding the rate of change of a vector quantity, as has 
been shown, reduces to finding the rates of change of several numerical-valued 
functions - the coordinates of the vector. Thus we must first of all learn how 
to carry out this operation easily in the simplest case of real-valued functions 
of a real-valued argument, which we now take up. 

5.1.2 Functions Differentiable at a Point 

We begin with two preliminary definitions that we shall shortly make precise. 

Definition Oi. A function / : E -> R defined on a set E C R is differentiable 
at a point a G E that is a limit point of E if there exists a linear function 
A • (x — a) of the increment x — a of the argument such that f(x) — f(a) can 
be represented as 

f(x) — f(a) = A - (x — a) + o(x — a) as x -> a, x G E . (5.9) 

In other words, a function is differentiable at a point a if the change in its 
values in a neighborhood of the point in question is linear up to a correction 
that is infinitesimal compared with the magnitude of the displacement x — a 
from the point a. 

Remark. As a rule we have to deal with functions defined in an entire neigh­
borhood of the point in question, not merely on a subset of the neighborhood. 

Definition O2. The linear function A • (x — a) in Eq. (5.9) is called the 
differential of the function / at a. 

The differential of a function at a point is uniquely determined; for it 
follows from (5.9) that 

f(x)-f(a) ,. / . o(x-a)\ 
lim ^ - ^ — i ± - L = lim (A+-± -) = A , 

E3x-*a X — a E3x-±a \ X — a J 

so that the number A is unambiguously determined due to the uniqueness of 
the limit. 
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Definition 1. The number 

/ » = lim / ( 3 : ) - / ( a ) (5.10) 
EBx->a X — a 

is called the derivative of the function / at a. 

Relation (5.10) can be rewritten in the equivalent form 

f(x) - f(a) 
= / W + OL[X) , 

x — a 
where a(x) -> 0 as x -> a, x G E, which in turn is equivalent to 

f(x) — f(a) = f(a)(x — a) + o(x — a) as x -> a, x G E . (5.11) 

Thus, differentiability of a function at a point is equivalent to the existence 
of its derivative at the same point. 

If we compare these definitions with what was said in Subsect. 5.1.1, we 
can conclude that the derivative characterizes the rate of change of a function 
at the point under consideration, while the differential provides the best linear 
approximation to the increment of the function in a neighborhood of the same 
point. 

If a function / : E -> R is differentiable at different points of the set 
E, then in passing from one point to another both the quantity A and the 
function o(x — a) in Eq. (5.9) may change (a result at which we have already 
arrived explicitly in (5.11)). This circumstance should be noted in the very 
definition of a differentiable function, and we now write out this fundamental 
definition in full. 

Definition 2. A function f : E ->R defined on a set E C R is differentiable 
at a point x G E that is a limit point of E if 

f(x + h) - f(x) = A(x)h + a{x\ h) , (5.12) 

where h h-* A(x)h is a linear function in h and a(x;h) = o(h) as h -> 0, 
x + heE. 

The quantities 
Ax(h) := (x + h) — x = h 

and 
Af(x;h):=f(x + h)-f(x) 

are called respectively the increment of the argument and the increment of 
the function (corresponding to this increment in the argument). 

They are often denoted (not quite legitimately, to be sure) by the symbols 
Ax and Af(x) representing functions of h. 

Thus, a function is differentiable at a point if its increment at that point, 
regarded as a function of the increment h in its argument, is linear up to a 
correction that is infinitesimal compared to h as h -> 0. 
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Definition 3. The function h h-* A{x)h of Definition 2, which is linear in ft, 
is called the differential of the function f : E -> R at the point x £ E and is 
denoted d/(x) or Df(x). 

Thus, df(x)(h) = A{x)h. 
Prom Definitions 2 and 3 we have 

^ / (x ; f t ) -d / (x ) ( f t ) = a(x;ft) , 

and a(:r; ft) = o(ft) as ft -> 0, x -{- h £ 2?; that is, the difference between 
the increment of the function due to the increment ft in its argument and 
the value of the function df(x), which is linear in ft, at the same ft, is an 
infinitesimal of higher order than the first in ft. 

For that reason, we say that the differential is the (principal) linear part 
of the increment of the function. 

As follows from relation (5.12) and Definition 1, 

A(X) = f(X)= lim f±±±LJM, 
h->0 h 

x+h,x£E 

and so the differential can be written as 

df(x)(h) = f(x)h . (5.13) 

In particular, if f(x) = x, we obviously have f'(x) = 1 and 

dx(h) = 1 • h = h , 

so that it is sometimes said that "the differential of an independent variable 
equals its increment". 

Taking this equality into account, we deduce from (5.13) that 

df(x)(h) = f(x)dx(h), (5.14) 

that is, 
df(x) = f(x)dx. (5.15) 

The equality (5.15) should be understood as the equality of two functions 
ofh. 

Prom (5.14) we obtain 

that is, the function - ^ p (the- ratio of the functions df(x) and dx) is constant 
and equals f'{x). For this reason, following Leibniz, we frequently denote the 
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derivative by the symbol *£*', alongside the notation f'(x) proposed by 
Lagrange.5 

In mechanics, in addition to these symbols, the symbol ip(t) (read "phi-dot 
of t") is also used to denote the derivative of the function ip(t) with respect 
to time t. 

5.1.3 The Tangent Line; Geometric Meaning 
of the Derivative and Differential 

Let / : E -> R be a function defined on a set E C R and XQ a given limit 
point of E. We wish to choose the constant CQ SO as to give the best possible 
description of the behavior of the function in a neighborhood of the point XQ 
among constant functions. More precisely, we want the difference f(x) — CQ 
to be infinitesimal compared with any nonzero constant as x -> xo, x G E, 
that is 

f(x) = Co + o(l) as x -> a?o, x G E . (5.17) 

This last relation is equivalent to saying lim f(x) = CQ. If, in particu-
EBx—»X0 

lar, the function is continuous at xo, then lim f(x) = f(xo), and naturally 
EBX—¥XQ 

co = f(xo). 
Now let us try to choose the function CQ + c\(x — XQ) SO as to have 

f(x) = Co + ci(x — x0) + o(x — xo) as x -> xo, x G i£ . (5.18) 

This is obviously a generalization of the preceding problem, since the formula 
(5.17) can be rewritten as 

f(x) = c0 + o[(x — xo)°) as x -> x0, x G E . 

It follows immediately from (5.18) that Co = lim f(x), and if the 
E3x—>xo 

function is continuous at this point, then Co = f(xo). 
If Co has been found, it then follows from (5.18) that 

f(x) - co 
c\ = lim — ^ . 

^ 3 x - > x 0 X — Xo 

And, in general, if we were seeking a polynomial Pn{xo\ x) = Co + c\(x — xo) + 
V cn{x — XQ)71 such that 

f[x) = c0 + ci(x - XQ) H h cn(x - x 0 ) n + o((x - x0)n) 

as x -> x0, x G i£ ,(5.19) 

we would find successively, with no ambiguity, that 

5 J. L. Lagrange (1736-1831) - famous French mathematician and specialist in the­
oretical mechanics. 
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c0 = lim f(x) , 
E3x—>xo 

ci = iim 4 fef 
EBx->xo x x° 

— V /(X)~ [co + '-'+Cn-iCx-Xo)71-1] 

E3x-±x0 ^x x°> 

assuming that all these limits exist. Otherwise condition (5.19) cannot be 
fulfilled, and the problem has no solution. 

If the function / is continuous at xo, it follows from (5.18), as already 
pointed out, that CQ = f(xo), and we then arrive at the relation 

f(x) — f(x0) = ci(x — x0) + o(x — xo) as x -> x0, x £ E , 

which is equivalent to the condition that f(x) be differentiate at XQ. 
Prom this we find 

f(x)-f(x0) l( . 
ci = lim = / (xo) . 

E3x->x0 X — XQ 

We have thus proved the following proposition. 

Proposition 1. A function f : E -> ]R that is continuous at a point XQ G E 
that is a limit point of E C R admits a linear approximation (5.18) if and 
only if it is differentiate at the point. 

The function 
(p(x) = Co + ci(x - x0) (5.20) 

with Co = f(xo) and c\ = ff{xo) is the only function of the form (5.20) that 
satisfies (5.18). 

Thus the function 

<p(x) = f(x0) + f'(xo)(x-xo) (5.21) 

provides the best linear approximation to the function / in a neighborhood 
of xo in the sense that for any other function ip(x) of the form (5.20) we have 
f(x) — <p(x) 7̂  o(x — xo) as x -> XQ, x £ E. 

The graph of the function (5.21) is the straight line 

y-f(xo) = f'(xo)(x-x0), (5.22) 

passing through the point (xo,f(xo)) and having slope f'(xo). 
Since the line (5.22) provides the optimal linear approximation of the 

graph of the function y = f(x) in a neighborhood of the point (#0, f(xo)), it 
is natural to make the following definition. 
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Definition 4. If a function / : E —>• R is defined on a set E C M and 
differentiable at a point xo £ E, the line defined by Eq. (5.22) is called the 
tangent to the graph of this function at the point (xo, f(xo))-

Figure 5.3 illustrates all the basic concepts we have so far introduced in 
connection with differentiability of a function at a point: the increment of the 
argument, the increment of the function corresponding to it, and the value 
of the differential. The figure shows the graph of the function, the tangent 
to the graph at the point Po = (xo, f(xo)), and for comparison, an arbitrary 
line (usually called a secant) passing through Po and some point P ^ Po of 
the graph of the function. 

f(xo + h) 

/(so) 

_ f(xp + h) - f(x0) 

V - f(x0) = f(x0)(x - xo) 

(x — xo) 

The following definition extends Definition 4. 

Definition 5. If the mappings / : E —>> R and g : E —>• R are continuous at 
a point xo € E that is a limit point of E and f(x) — g(x) = o((x — #o)n) 
as x —>• Xo, x G E, we say that / and g have nth order contact at xo (more 
precisely, contact of order at least n). 

For n = 1 we say that the mappings / and g are tangent to each other at 
xo. 

According to Definition 5 the mapping (5.21) is tangent at x$ to a map­
ping / : E —>* R that is differentiable at that point. 

We can now also say that the polynomial Pn(xo; x) = c$ -f c\(x — xo) -t-
• - + cn(x — xo)n of relation (5.19) has contact of order at least n with the 
function / . 

The number h = x — Xo, that is, the increment of the argument, can be 
regarded as a vector attached to the point XQ and defining the transition from 
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#o to x = xo + h. We denote the set of all such vectors by TR(xo) or TR^ . 6 

Similarly, we denote by TR(t/o) or TRyo the set of all displacement vectors 
from the point yo along the y-a,xis (see Fig. 5.3). It can then be seen from 
the definition of the differential that the mapping 

d/(x0) : TR(x0) -+ TR(/(x 0 ) ) , (5.23) 

defined by the differential h \-> f'(xo)h = df(xo)(h) is tangent to the mapping 

h ^ / ( x 0 + h) - /(xo) = Af(x0; h) , (5.24) 

defined by the increment of a differentiable function. 
We remark (see Fig. 5.3) that if the mapping (5.24) is the increment of the 

ordinate of the graph of the function y = f(x) as the argument passes from 
xo to xo -f /i, then the differential (5.23) gives the increment in the ordinate 
of the tangent to the graph of the function for the same increment h in the 
argument. 

5.1.4 The Role of the Coordinate System 

The analytic definition of a tangent (Definition 4) may be the cause of some 
vague uneasiness. We shall try to state what it is exactly that makes one 
uneasy. However, we shall first point out a more geometric construction of 
the tangent to a curve at one of its points P0 (see Fig. 5.3). 

Take an arbitrary point P of the curve different from Po. The line deter­
mined by the pair of points Po and P , as already noted, is called a secant 
in relation to the curve. We now force the point P to approach Po along the 
curve. If the secant tends to some limiting position as we do so, that limiting 
position of the secant is the tangent to the curve at Po-

Despite its intuitive nature, such a definition of the tangent is not available 
to us at the moment, since we do not know what a curve is, what it means to 
say that "a point tends to another point along a curve", and finally, in what 
sense we are to interpret the phrase "limiting position of the secant". 

Rather than make all these concepts precise, we point out a fundamental 
difference between the two definitions of tangent that we have introduced. 
The second was purely geometric, unconnected (at least until it is made 
more precise) with any coordinate system. In the first case, however, we have 
defined the tangent to a curve that is the graph of a differentiate function 
in some coordinate system. The question naturally arises whether, if the 
curve is written in a different coordinate system, it might not cease to be 
different iable, or might be different iable but yield a different line as tangent 
when the computations are carried out in the new coordinates. 

This question of invariance, that is, independence of the coordinate sys­
tem, always arises when a concept is introduced using a coordinate system. 

6 This is a slight deviation from the more common notation TXQR or Txo W-
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The question applies in equal measure to the concept of velocity, which we 
discussed in Subsect. 5.1.1 and which, as we have mentioned already, includes 
the concept of a tangent. 

Points, vectors, lines, and so forth have different numerical characteris­
tics in different coordinate systems (coordinates of a point, coordinates of a 
vector, equation of a line). However, knowing the formulas that connect two 
coordinate systems, one can always determine from two numerical represen­
tations of the same type whether or not they are expressions for the same 
geometric object in different coordinate systems. Intuition suggests that the 
procedure for defining velocity described in Subsect. 5.1.1 leads to the same 
vector independently of the coordinate system in which the computations 
are carried out. At the appropriate time in the study of functions of several 
variables we shall give a detailed discussion of questions of this sort. The 
invariance of the definition of velocity with respect to different coordinate 
systems will be verified in the next section. 

Before passing to the study of specific examples, we now summarize some 
of the results. 

We have encountered the problem of the describing mathematically the 
instantaneous velocity of a moving body. 

This problem led us to the problem of approximating a given function in 
the neighborhood of a given point by a linear function, which on the geometric 
level led to the concept of the tangent Functions describing the motion of a 
real mechanical system are assumed to admit such a linear approximation. 

In this way we have distinguished the class of differentiable functions in 
the class of all functions. 

The concept of the differential of a function at a point has been intro­
duced. The differential is a linear mapping defined on displacements from the 
point under consideration that describes the behavior of the increment of a 
differentiable function in a neighborhood of the point, up to a quantity that 
is infinitesimal in comparison with the displacement. 

The differential df(xo)h = f'(xo)h is completely determined by the num­
ber / '(xo), the derivative of the function / at #o, which can be found by 
taking the limit 

,// x r f(x) ~ f(xo) f (x0) = lim - ^ . 
E3x-±xo X — Xo 

The physical meaning of the derivative is the rate of change of the quantity 
f(x) at time #o; its geometrical meaning is the slope of the tangent to the 
graph of the function y = f(x) at the point (#o, f(xo))-

5.1.5 Some Examples 

Example 1. Let f(x) = sinx. We shall show that f'(x) = cosx. 
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Proof. 

,. sin(x + ft) - sinx ,. 2sin (%) cos (x + §) 
lim — -̂  = lim ^—-—- — = 

/ ft\ ,. s in(l) 
= lim cos x -f - • lim —, , \ = cos x . D 

fi-x> V 2 / /i->o ( | ) 

Here we have used the theorem on the limit of a product, the continuity 
of the function cosx, the equivalence sint ~ t as t —>• 0, and the theorem on 
the limit of a composite function. 

Example 2. We shall show that cos' x — — sinx. 

Proof. 

,. cos(x + ft) - cosx ,. - 2 s i n ( § ) sin (x-f §) 
lim r = lim ^ - - — = 
/i->0 Ai /i->0 /i 

^ „„ s i n (§) ,. . / ^ \ i. s in i ^ i 
= — lim sin x + - • lim —, , \ = 

fi-x> V 2 / h->o ( | ) 
= — sin x . D 

Example 3. We shall show that if f(t) = rcoswt, then f'{t) — —rcvsmcvt. 

Proof. 

,. rcosu;(£ + / i ) - rcosu;* ,. -2s in ( ^ ) sina;(^ + | ) 
lim -1 = r hm L^-j!- - — = 
h->0 h h->0 h 

s i n o ; ( t + | ) . = —ro; lim sinu;(£ -f — 1 • lim —, \ ? = —rcosmcot. D 

Example 4- If ZOO = r sinu;t, then /'(£) = ru; cos u;£. 

Proof. The proof is analogous to that of Examples 1 and 3. D 

Example 5. The instantaneous velocity and instantaneous acceleration of a 
point mass. Suppose a point mass is moving in a plane and that in some 
given coordinate system its motion is described by differentiable functions of 
time 

x = x(t) , y = y(t) 

or, what is the same, by a vector 

r(t) = (x(t),y(t)). 

As we have explained in Subsect. 5.1.1, the velocity of the point at time t is 
the vector 

v(t) = v(t) = (x(t),y(t)), 

where x(t) and y(t) are the derivatives of x(t) and y(t) with respect to time t. 
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The acceleration a(t) is the rate of change of the vector v(£), so that 

dL(t)=v(t) = v(t) = (x(t),y(t)), 

where x(t) and y(t) are the derivatives of the functions x(t) and y(t) with 
respect to time, the so-called second derivatives of x(t) and y(t). 

Thus, in the sense of the physical problem, functions x(t) and y(t) that 
describe the motion of a point mass must have both first and second deriva­
tives. 

In particular, let us consider the uniform motion of a point along a circle 
of radius r. Let co be the angular velocity of the point, that is, the magnitude 
of the central angle over which the point moves in unit time. 

In Cartesian coordinates (by the definitions of the functions cosx and 
sinx) this motion is written in the form 

r(t) = (r cos(ujt -f a) , r sin(ujt -f a)) , 

and if r(0) = (r, 0), it assumes the form 

r(t) = (r cos out, r sin out) . 

Without loss of generality in our subsequent deductions, for the sake of 
brevity, we shall assume that r(0) = (r, 0). 

Then by the results of Examples 3 and 4 we have 

v(t) = r(t) = (—rco sin cot, rco cos cot) . 

From the computation of the inner product 

(v(t), r(t)) = — r2w sin cut cos cot -f r2w cos cut sin cut = 0 , 

as one should expect in this case, we find that the velocity vector v(£) is or­
thogonal to the radius-vector r(£) and is therefore directed along the tangent 
to the circle. 

Next, for the acceleration, we have 

a(£) = v(£) = r(£) = (—rev2 cosu;£, — rev2 sinu;£) , 

that is, a(£) = — u;2r(£), and the accleration is thus indeed centripetal, since 
it has the direction opposite to that of the radius-vector r(t). 

Moreover, 

\a{t)\=u>2\r(t)\=u2r=^ = V-, 
r r 

where v = \v(t)\. 
Starting from these formulas, let us compute, for example, the speed of a 

low-altitude satellite of the Earth. In this case r equals the radius of the earth, 
that is, r = 6400 km, while |a(£)| = #, where g « 10m/s2 is the acceleration 
of free fall at the surface of the earth. 

Thus, v2 = \si(t)\r « 10m/s2 x 64 • 105m = 64 • 106(m/s)2 , and so 
v « 8 • 103 m/s. 
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Example 6. The optic property of a parabolic mirror. Let us consider the 
parabola y = ^-x2 (p > 0, see Fig. 5.4), and construct the tangent to it at 
the point (x0,y0) = (x0, ^ o ) -

Since f(x) = ^kx2, we have 2p<> 

f'(x0) = lim 
XT2 _ _L 2 
2pX 2pX0 

x^x0 X — XQ 

Hence the required tangent has the equation 

1 2 1 , x 
V - 7TX0 = -X0(X ~ X0) 2p p 

1 ,. / ^ 1 

— lim (x + xo) = -x0 
Zp X^-XQ p 

or 

where y0 = ^ x g . 

-x0(x - x0) - (y - 2/0) = 0 , 
P 

(5.25) 

(x0,yo) 

Fig. 5.4. 

The vector n = ( — ^#o, l ) , as can be seen from this last equation, is 
orthogonal to the line whose equation is (5.25). We shall show that the vectors 
ey = (0,1) and e / = ( — #o, § — Vo) form equal angles with n. The vector ey 

is a unit vector directed along the ?/-axis, while e/ is directed from the point 
of tangency (#o,2/o) — (̂ o? ^xo) to ^ n e point (0, | ) , which is the focus of 
the parabola. Thus 

cose/n = 
<e/,n> 
|e»llnl 

( ey>n) 1 
cose/n = . .. . = 7— 

| e / | |n| |n 
I~2 , £ L r 2 
pX0 T 2 2 p X 0 

n k / a ^ + r g - i ^ 2 

2 ^ 2x> 0 1 

R 

Thus we have shown that a wave source located at the point (0, f ) , the 
focus of the parabola, will emit a ray parallel to the axis of the mirror (the 
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y-axis), and that a wave arriving parallel to the axis of the mirror will pass 
through the focus (see Fig. 5.4). 

Example 7. With this example we shall show that the tangent is merely the 
best linear approximation to the graph of a function in a neighborhood of the 
point of tangency and does not necessarily have only one point in common 
with the curve, as was the case with a circle, or in general, with convex curves. 
(For convex curves we shall give a separate discussion.) 

Let the function be given by 

{ x2 sin I , if x ^ 0 , 

0 , if x = 0 . 

The graph of this function is shown by the thick line in Fig. 5.5. 

x2 sin - , if x T̂  0, 
if x = 0 

Fig. 5.5. 

Let us find the tangent to the graph at the point (0,0). Since 

_ x ,. x 2 s i n ^ - 0 1# . 1 ^ 
/ '(0) = lim £ - — = lim xsin - = 0 , 

x->0 X - 0 x->0 X 

the tangent has the equation y — 0 = 0 • (x — 0), or simply y = 0. 
Thus, in this example the tangent is the x-axis, which the graph intersects 

infinitely many times in any neighborhood of the point of tangency. 

By the definition of differentiability of a function / : E —>• R at a point 
#o £ E, we have 

f(x) - f(x0) = A(x0)(x - XQ) + o(x - XQ) as x -> x0, x G E . 
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Since the right-hand side of this equality tends to zero as x —>> Xo, x £ £", 
it follows that lim f(x) = /(xo), so that a function that is differentiable 

E3x—>xo 
at a point is necessarily continuous at that point. 

We shall show that the converse, of course, is not always true. 

Example 8. Let f(x) = |x|, (Fig. 5.6). Then at the point xo = 0 we have 

f(x)-f(x0) ,. |x | -0 lim 
x—>xo— 0 

lim 
X-^XQ-\-0 

X — Xo 

f(x) - /(so) 
X — XQ 

lim 
x->-0 X — 0 

|x| - 0 lim 
x-++0 X - 0 

lim — 
x->-0 X 

lim — = 
z->+0 X 

= - 1 , 

1 . 

Consequently, at this point the function has no derivative and hence is 
not differentiable at the point. 

Example 9. We shall show that ex+h — ex = exh -f o(ft) as ft —>• 0. 
Thus, the function exp(x) = e* is differentiable and dexp(x)h = exp(x)ft, 

or de* = exdx, and therefore exp'x = expx, or ^ = ex. 

Proof. 

r^X + fl 

Here we have used the formula eh 

Subsect. 3.2.4. D 

e* = e
x(eh - 1) = e*(ft + o(ft)) = exh + o{h) . 

1 = ft -f o(ft) obtained in Example 39 of 

Example 10. If a > 0, then ax+h - ax = ah(\na)h + o(ft) as ft -> 0. Thus 
dax = ax(\na)dx and ^- = ax In a. 

Proof. 

~x+h ax(ah-l) = ax(ehlna-l) = 

= ax (ft In a + o(ftlna)) = a*(lna)ft + o(ft) as ft - • 0 . • 

Example 11. If x ^ 0, then In |x 4- ft| — In |x| = ^ft -f o(ft) as ft —>• 0. Thus 

dln |s | = ± d z a n d ^ = ±. 



5.1 Differentiable Functions 191 

Proof. 

h I 

ln lx + ftl - l n l x l = l n | l + - . 1 ' i x\ 

For |ft| < \x\ we have | l -f ^ | = 1 -f ^ , and so for sufficiently small values of 
ft we can write 

In \x + ftl - In \x\ = In (1 + -) = - + o f - ) = - f t + o(ft) 
V xJ x \xJ x 

as ft —>> 0. Here we have used the relation ln( l -f t) = t -f o(t) as £ —>• 0, shown 
in Example 38 of Subsect. 3.2.4. D 

Example 12. If x ^ 0 and 0 < a ^ 1, then loga |x+ft|—loga \x\ = -^^h-\-o(h) 

as ft ̂  0. Thus, d log a Id = ^ d x and d l o * » w = - £ - . 
' oo i i aj in a ax x In a 

Proof. 

loga |x + ft| - loga |x| = loga | l + - | = loga ( l + - ) = 

= J-ln(l + ^) = ri-^+o(^)) = ^ - / l + o(/ i). 
m a V xJ \na\x \xJJ xma 

Here we have used the formula for transition from one base of logarithms 
to another and the considerations explained in Example 11. • 

5.1.6 P r o b l e m s and Exerc i ses 

1. Show that 

a) the tangent to the ellipse 

2 2 
x y 

h — = 1 

a2 ^ b2 

at the point (£0,2/0) has the equation 
xxp yyo _ 

a2 ^ b2 ' 

b) light rays from a source located at a focus F\ or 

F2 = (\Ja2 — b2,0) of an ellipse with semiaxes a > b > 0 are gathered at the 

other focus by an elliptical mirror. 

2. Write the formulas for approximate computation of the following values: 

a) sin ( ̂  + a) for values of a near 0; 

b) sin(30° + a ° ) for values of ot° near 0; 

c) cos ( \ + a J for values of a near 0; 

d) cos(45° + a°) for values of ot° near 0. 

file:///na/x
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3 . A glass of water is rotating about its axis at constant angular velocity u. Let 
y = f(x) denote the equation of the curve obtained by cutting the surface of the 
liquid with a plane passing through its axis of rotation. 

a) Show that f'{x) = —x, where g is the acceleration of free fall. (See Exam­
ple 5.) 

b) Choose a function f(x) that satisfies the condition given in part a). (See 
Example 6.) 

c) Does the condition on the function f(x) given in part a) change if its axis of 
rotation does not coincide with the axis of the glass? 

4. A body that can be regarded as a point mass is sliding down a smooth hill under 
the influence of gravity. The hill is the graph of a differentiate function y = f(x). 

a) Find the horizontal and vertical components of the accleration vector that 
the body has at the point (xo,yo). 

b) For the case f(x) = x2 when the body slides from a great height, find the 
point of the parabola y = x2 at which the horizontal component of the acceleration 
is maximal. 

5. Set 
x , if 0 < x < \ , 

1 — x , if ^ < x < 1 , 

and extend this function to the entire real line so as to have period 1. We denote 
the extended function by </?o- Further, let 

The function (pn has period 4 - n and a derivative equal to +1 or — 1 everywhere 
except at the points x = 2r!+i» n ^ ^- Let 

oo 

f(x) = J2^n^ -
n=l 

Show that the function / is defined and continuous on IR, but does not have a 
derivative at any point. (This example is due to the well-known Dutch mathemati­
cian B. L. van der Waerden (1903-1996). The first examples of continuous functions 
having no derivatives were constructed by Bolzano (1830) and Weierstrass (I860).) 

&o(x) = 
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5.2 The Basic Rules of Differentiation 

Constructing the differential of a given function or, equivalently, the process 
of finding its derivative, is called differentiation.7 

5.2.1 Differentiation and the Arithmetic Operations 

Theorem 1. If functions f : X —>• R and g : X —>• R are differentiable at a 
point x € X, then 

a) their sum is differentiable at x, and 

(/ + <?)'(*) = (/' + </)(*); 

b) their product is differentiable at x, and 

(f-g)'(x) = f'(x).g(x) + f(x)-g'(x); 

c) their quotient is differentiable at x if g(x) ^ 0, and 

fly _ f(x)g(x) - f(x)g'(x) 
\g)[X)- g*(x) 

Proof. In the proof we shall rely on the definition of a differentiable function 
and the properties of the symbol o(-) proved in Subsect. 3.2.4. 

a) ( / + g)(x + h)-(f + g)(x) = (f(x + h)+ g(x + h)) -

- (/(*) + g(x)) = (f(x + h)- f(x)) + (g(x + h) - g(x)) = 

= (f'(x)h + o(h)) + (g'(x)h + o(h)) = (f'(x) + g'(x))h + o(h) = 

= (f'+g')(x)h + o(h). 

b) ( / .g)(x + h)-(f- g)(x) = f(x + h)g(x + h) - f(x)g(x) = 

= (/(a:) + f'(x)h + o(h)) (g(x) + g'(x)h + o(h)) - f(x)g(x) = 

= (f'(x)g(x) + f(x)g'(x))h + o(h) . 

c) Since a function that is differentiable at a point x G l i s continuous at 
that point, taking account of the relation g(x) ^ 0 and the properties of 
continuous functions, we can guarantee that g(x -f h) ^ 0 for sufficiently 
small values of h. In the following computations it is assumed that h is small: 

7 Although the problems of finding the differential and finding the derivative are 
mathematically equivalent, the derivative and the differential are nevertheless 
not the same thing. For that reason, for example, there are two terms in French 
- derivation, for finding the derivative, and differentiation, for finding the differ­
ential. 
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Vg)[X + h) Vg)[X) g(x + h) g(x) ~ 

= g(X)gl + k)^X + h)9ix)-f^X + h» = 

= (-^+o(l))((f(x) + f'(x)h + o(h))g(x)-f(x)(g(x)+g'(x)h+o(h))) = 

= ( ^ y + o(l)) ((f(x)g(x) - f(x)g'(x))h + o{h)) = 

_f(x)g(x)-f(x)g'(x)i 

g2(x) 
-h + o{h) 

Here we have used the continuity of g at the point x and the relation 
g(x) ^ 0 to deduce that 

,. 1 1 
hm h-*o g(x)g(x + h) g2(x) ' 

that is, 
1 l + o ( l ) , 

g(x)g(x + h) g2(x) 

where o(l) is infinitesimal as /i -> 0, a: + /i G I . D 

Corollary 1. The derivative of a linear combination of differentiate func­
tions equals the same linear combination of the derivatives of these functions. 

Proof Since a constant function is obviously differentiable and has a deriva­
tive equal to 0 at every point, taking / = const = c in statement b) of 
Theorem 1, we find (cg)f(x) = cgf(x). 

Now, using statement a) of Theorem 1, we can write 

(cif + c2g)'(x) = (ci/) '(x) + (c2g)f(x) = Clf'(x) + c2g'(x) . 

Taking account of what has just been proved, we verify by induction that 

(ci/i + • • • + cnfnY(x) = Clf{(x) + ... + cnf'n(x) . D 

Corollary 2. If the functions / i , . . . , / n are differentiable at x, then 

(fl---fn)'(x) = f1(x)f2(x)-.-fn(x) + 

+ fl{x)fi(X)Mx) • • • fn(x) + . . . + / ! ( * ) . • • /„_!(*) / ; (*) . 

Proof For n = 1 the statement is obvious. 
If it holds for some n e N, then by statement b) of Theorem 1 it also 

holds for (n + 1) e N. By the principle of induction, we conclude that the 
formula is valid for any n G N. D 
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Corollary 3. It follows from the relation between the derivative and the dif­
ferential that Theorem 1 can also be written in terms of differentials. To be 
specific: 

a ) d ( / + 5)(«) = d / ( « ) + d f l ( » ) ; 
b) d ( / • g)(x) = g(x)df(x) + f(x)dg(x) ; 
c) d(l)(x) = 3(*)d/(*)-/(*)dg(x) ifg{x) ^ 0 _ 

Proof Let us verify, for example, statement a). 

d ( / + g)(x)h = ( / + g)'{x)h = ( / ' + g')(x)h = 

= (/'(*) + g'{x))h = f\x)h + g\x)h = 

= df(x)h + dg(x)h = (df(x) + dg(x))h , 

and we have verified that d ( / -f g)(x) and df(x) + dg(x) are the same func­
tion. D 

Example 1. Invariance of the definition of velocity. We are now in a position 
to verify that the instantaneous velocity vector of a point mass defined in 
Subsect. 5.1.1 is independent of the Cartesian coordinate system used to 
define it. In fact we shall verify this for all afrine coordinate systems. 

Let (x1, x2) and (x1, x2) be the coordinates of the same point of the plane 
in two different coordinate systems connected by the relations 

x1 = alx1 + a\x2 + 61 , ( . 
x2 = a2x1+a2x2 + b2. [b'2b) 

Since any vector (in afrine space) is determined by a pair of points and its 
coordinates are the differences of the coordinates of the terminal and initial 
points of the vector, it follows that the coordinates of a given vector in these 
two coordinate systems must be connected by the relations 

v1 = a\vl + a\v2 , ,5 27v 
v2 = a\vx + a\v2 . \ - ) 

If the law of motion of the point is given by functions x1^) and x2(t) in 
one system of coordinates, it is given in the other system by functions x}{t) 
and x2(t) connected with the first set by relations (5.26). 

Differentiating relations (5.26) with respect to £, we find by the rules for 
differentiation 

i = af\+al±2
2' (5.28) 

Thus the coordinates (v1^2) = (xx ,x2) of the velocity vector in the first 
• 1 • 2 

system and the coordinates (y1,^2) = (x ,x ) of the velocity vector in the 
second system are connected by relations (5.27), telling us that we are dealing 
with two different expressions for the same vector. 
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Example 2. Let f(x) = tanx. We shall show that / ' (x) = co*2 at every 
point where cos x / 0 , that is, in the domain of definition of the function 
t a n x = ? j ^ . 

cosx 

It was shown in Examples 1 and 2 of Sect. 5.1 that sin'(x) = cosx and 
cos' x = — sin x, so that by statement c) of Theorem 1 we find, when cos x ^ O , 

cf , , /sin\' x sin' x cos x — sin x cos' x 
T. = I I I T 1 = tan x = ( — ) (x) = 

Vcos/ 
cos x cos x + sin x sin x 

Example 3. cot'x = — sin\ wherever sinx ^ 0, that is, in the domain of 
definition of cot x = ^ f . 

sinx 
Indeed, 

, /cosx' x 

cot x = ( — ) (x) 
cos' x sin x — cos x sin' x 

V sin / sin2 x 
— sin x sin x — cos x cos x 

sin2 x sin2 x 

Example 4- If -P(^) = Q) + cix + • • • + CJIX IS a polynomial, then P'(x) = 
c\ + 2c2x H V ncnx

n~x. 
Indeed, since ^ = 1, by Corollary 2 we have ^ - = n x n _ 1 , and the 

statement now follows from Corollary 1. 

5.2.2 Differentiation of a Composite Function (chain rule) 

Theorem 2. (Differentiation of a composite function). If the function f : 
X -» Y C R is differentiable at a point x € X and the function g : Y -» R 
25 differentiable at the point y = f(x) G y , £ften £fte composite function 
gof-.X-^Ris differentiable at x, and the differential d(gof)(x) : TR(x) -» 
TR(g(/(x))) o/ £ftezr composition equals the composition df(y) o d/(x) o/ 
£ftezr differentials 

d/(x) : TR(x) -> TR(y = /(x)) and dg(y = / (x)) : TR(y) -> TR(^(y)) . 

Proof The conditions for differentiability of the functions / and g have the 
form 

f{x + ft) - /(a?) = /'(x)ft + o(ft) as ft -> 0, x + ft G X , 

<?(?/ + t) - tffo) = g'(y)t + o(t) as t -> 0, y + t G y . 

We remark that in the second equality here the function o(t) can be 
considered to be defined for t = 0, and in the representation o(t) = 7(£)£, 
where j(t) -» 0 as £ -» 0, y + t G y , we may assume 7(0) = 0. Setting 
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f(x) = y and f(x + h) = y + £, by the differentiability (and hence continuity) 
of / at the point x we conclude that t -» 0 as h -» 0, and if x + h G X, then 
y + £ G y . By the theorem on the limit of a composite function, we now have 

j(f(x + h) - f(x)) = a(h) -» 0 as ft -» 0, x + heX , 

and thus if t = f(x + ft) — f(x), then 

o(i) = 7 ( / ( x + ft) - / (x)) (/(x + h) - f{x)) = 

= a(h)(f(x)h + o(h)) = a(h)f'(x)h + a(h)o(h) = 

= o(h) + o(h) = o(h) ash^0,x + h£X. 

(g o f)(x + h)-(go f)(x) = g(f(x + h)) - g(f(x)) = 

= g(v + t)- g(y) = g'(y)t + o(t) = 

= g'(f(x)) {fix + h)- f(x)) + o(f(x + h)- fix)) = 
= g'(f(x)) (f'(x)h + o(h)) + o(fix + h)- fix)) = 

= g'(f(*)) (f'(x)h) + g'(fix)) (oih)) + o(fix + h)- fix)) . 

Since we can interpret the quantity ^ /( / (x))( / /(x)/ i ) as the value 

dg(f(x)) o df(x)h of the composition h \—> 9'(f(x)) ' f'(pc)h of the 

mappings h \—% f'(x)h, r \—% gf(y)r at the displacement /i, to complete 
the proof it remains only for us to remark that the sum 

g'(fix))(oih))+o(fix + h)-fix)) 

is infinitesimal compared with h as h -» 0, x + h G X, or, as we have already 
established, 

o(f(x + h) - f{x)) = o(h) a s / i - > 0 , x + heX . 

Thus we have proved that 

(9°f)(x + h)-(gof)(x) = 

= g'(f(x)) • f'(x)h + o(h) a s / i - > 0 , x + heX . D 

Corollary 4. The derivative (g o f)'(x) of the composition of differentiable 
real-valued functions equals the product gf(f(x)) • f'(x) of the derivatives of 
these functions computed at the corresponding points. 

There is a strong temptation to give a short proof of this last statement 
in Leibniz' notation for the derivative, in which if z = z(y) and y = y(x), we 
have 

dz dz dy 
dx dy dx 
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which appears to be completely natural, if one regards the symbol ^ or ^ 
not as a unit, but as the ratio of dz to dy or dy to dx. 

The idea for a proof that thereby arises is to consider the difference quo­
tient 

Az _ Az Ay 
Ax Ay Ax 

and then pass to the limit as Ax -» 0. The difficulty that arises here (which 
we also have had to deal with in part!) is that Ay may be 0 even if Ax ^ 0. 

Corollary 5. If the composition (fn o • • • o f\)(x) of differentiable functions 
V\ = / i W , • • •, Vn = fn(yn-i) exists, then 

(fn o . • . O ftfix) = f'n(Vn-l)f'n-l(Vn-2) ' ' ' / { ( * ) • 

Proof The statement is obvious if n = 1. 
If it holds for some n G N, then by Theorem 2 it also holds for n + 1, so 

that by the principle of induction, it holds for any n G N. • 

Example 5. Let us show that for a G R we have ^ - = a x a _ 1 in the domain 
x > 0, that is, dxa = a x a _ 1 d x and 

(x + h)a - xa = axQ _ 1 / i + o(h) as h -> 0 . 

Proof We write xa = ealnx and apply the theorem, taking account of the 
results of Examples 9 and 11 from Sect. 5.1 and statement b) of Theorem 1. 

Let g(y) = ey and y = f(x) = aln(x). Then xa = (g o f)(x) and 

(9 o / ) ' (*) = g'(y) • / ' (*) = e» • - = e a l n * • - = ax-'1 . D 
X X 

Example 6. The derivative of the logarithm of the absolute value of a differ­
entiable function is often called its logarithmic derivative. 

Since F(x) = In \f(x)\ = ( lno| | o / ) (#) , by Example 11 of Sect. 5.1, we 

haveF' (z) = ( ln | / | ) ' ( z ) = £g>. 
Thus 

Example 7. The absolute and relative errors in the value of a differentiable 
function caused by errors in the data for the argument 

If the function / is differentiable at x, then 

f(x + h) - f(x) = f\x)h + a(x; h) , 

where a(x; h) = o(h) as h -> 0. 
Thus, if in computing the value f(x) of a function, the argument x is 

determined with absolute error /i, the absolute error \f(x + h) — f(x)\ in the 
value of the function due to this error in the argument can be replaced for 
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small values of h by the absolute value of the differential |d/(x)ft| = \f'(x)h\ 
at displacement h. 

The relative error can then be computed as the ratio *^1\ = I { S I or 

as the absolute value of the product I 7 S I \h\ of the logarithmic derivative 
of the function and the magnitude of the absolute error in the argument. 

We remark by the way that if / (#) = lnx, then d lnx = ^ , and the 
absolute error in determining the value of a logarithm equals the relative 
error in the argument. This circumstance can be beautifully exploited for 
example, in the slide rule (and many other devices with nonuniform scales). 
To be specific, let us imagine that with each point of the real line lying right 
of zero we connect its coordinate y and write it down above the point, while 
below the point we write the number x = ey. Then y = lnx. The same real 
half-line has now been endowed with a uniform scale y and a nonuniform 
scale x (called logarithmic). To find lnx, one need only set the cursor on the 
number x and read the corresponding number y written above it. Since the 
precision in setting the cursor on a particular point is independent of the 
number x or y corresponding to it and is measured by some quantity Ay (the 
length of the interval of possible deviation) on the uniform scale, we shall 
have approximately the same absolute error in determining both a number 
x and its logarithm y\ and in determining a number from its logarithm we 
shall have approximately the same relative error in all parts of the scale. 

Example 8. Let us differentiate a function u(x)v(x\ where u(x) and v(x) are 
differentiate functions and u(x) > 0. We write u(x)v^ = e

v(x)lnu(x) and 
use Corollary 5. Then 

Aev(x)\nu(x) , Uf(r)\ 
^ — = ev^lnu^(v\x)\nu(x) + v(x)^^) = 

ax \ u(x) J 
= u(x)v{x) • v'{x)\nu{x) + v(x)u(x)v ( x )-1 • u\x) . 

5.2.3 Differentiation of an Inverse Function 

Theorem 3. (The derivative of an inverse function). Let the functions f : 
X -» Y and f~1:Y-^Xbe mutually inverse and continuous at points 
XQ G X and /(#o) — Vo £ Y respectively. If f is differentiable at xo and 
f'(xo) 7̂  0, then f~l is also differentiable at the point y0, and 

{f-'YiVo) = (f'ixo))-1 . 

Proof Since the functions / : X -» Y and / _ 1 : Y -» X are mutually inverse, 
the quantities f(x) — /(#o) and f~1(y) — /_1(z/o)? where y = / (#) , are both 
nonzero if x ^ XQ. In addition, we conclude from the continuity of / at Xo and 
/ _ 1 at ?/o that (X 3 x -» XQ) <$ (Y 3 y -» yo). Now using the theorem on 
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the limit of a composite function and the arithmetic properties of the limit, 
we find 

lim r1{y)-r\VQ)= J i m x-xo _ 
YBy-^yo y-VO XBx-^xo f(x) - f(x0) 

1 1 
= lim 

XBx-^xo (/(*)-/(*(>)) f'(x0) ' 
\ X XQ / 

Thus we have shown that the function / _ 1 : Y -» X has a derivative at 
?/o and that 

(f-'YiVo) = (fixo))-1 • D 
Remark 1. If we knew in advance that the function / _ 1 was differentiate 
at yo? we would find immediately by the identity ( / _ 1 o / ) (#) = x and the 
theorem on differentiation of a composite function that ( / _ 1 ) (yo)'f'(%o) — 1-

Remark 2. The condition / '(#o) 7̂  0 is obviously equivalent to the statement 
that the mapping h ^ f'(xo)h realized by the differential d/(#o) : TR(#o) -» 
TR(y0) has the inverse mapping [d/(xo)]_1 : TR(y0) -» TR(x0) given by the 
formula r ^ (/'(#())) T. 

Hence, in terms of differentials we can write the second statement in 
Theorem 3 as follows: 

If a function f is differentiable at a point xo and its differential d/(#o) : 

TR(XQ) -» TR(yo) is invertible at that point, then the differential of the 
function / _ 1 inverse to f exists at the point yo = /(#o) and is the mapping 

df-\yo) = [dfixoT1 : TR(y0) -> TR(x0) , 

inverse to df(x0) : TR(x0) -» TR(y0). 

Example 9. We shall show that arcsin'?/ = J:— for \y\ < 1. The functions 
y/i-y2 

sin : [—7r/2,7r/2] -» [—1,1] and arcsin : [—1,1] -> [—7r/2,7r/2] are mutually 
inverse and continuous (see Example 8 of Sect. 4.2) and sin'(x) = cosx 7̂  0 if 
\x\ < 7r/2. For \x\ < 7r/2 we have \y\ < 1 for the values y = sinx. Therefore, 
by Theorem 3 

. , 1 1 1 1 
arcsin y = sin'x cosx v / i - s i n 2 ^ y/T1 

y. 
The sign in front of the radical is chosen taking account of the inequality 
cosx > 0 for \x\ < 7r/2. 

Example 10. Reasoning as in the preceding example, one can show (taking 
account of Example 9 of Sect. 4.2) that 

arccos'?/ = , for \y\ < 1 . 
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Indeed, 

, 1 1 1 1 
arccos y = cos'x sinx y/l - cos2 x y/l -y2 

The sign in front of the radical is chosen taking account of the inequality 
sin x > 0 if 0 < x < n. 

Example 11. arctan'y = yqrr, y £ R-
Indeed, 

/ 1 1 2 
arctan y = — = -(—=—r- = cos x t a n ' x (tZS*n) l + t a n 2 x 1 + y 

,2 ' 

Example 12. arccot'y = — jq^2, y G K. 
Indeed 

1 1 . 2 1 
= — sin x = — -arccot'y = — — ™~2 

cot' x ( - - r V ) 1 + cot2 x 1 + y2 ' 

Example 13. We already know (see Examples 10 and 12 of Sect. 5.1) that 
the functions y = f(x) = ax and x = f~1(y) = logay have the derivatives 
/ ' ( x ) = a - l n a a n d ( / - 1 ) / ( y ) = ^ . 

Let us see how this is consistent with Theorem 3: 

if-'Yiv) 1 l l 
f'(x) a x l n a ylna 

f'ix) = U^) = T=k)=ylna = aXlna-
Example 14- The hyperbolic and inverse hyperbolic functions and their 
derivatives. The functions 

sinhx = - ( e x - e~x) , 

coshx = - ( e x + e~x) 

are called respectively the hyperbolic sine and hyperbolic cosine8 of x. 
These functions, which for the time being have been introduced purely 

formally, arise just as naturally in many problems as the circular functions 
sinx and cosx. 

We remark that 

sinh(—x) = — sinhx , 

cosh(—x) = coshx , 

Prom the Latin phrases sinus hyperbolici and cosinus hyperbolici. 
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that is, the hyperbolic sine is an odd function and the hyperbolic cosine is 
an even function. 

Moreover, the following basic identity is obvious: 

cosh x — sinh2 x = 1 . 

The graphs of the functions y = sinhx and y = coshx are shown in 
Fig. 5.7. 

y = sinh x 

x 

Fig. 5.7. 

It follows from the definition of sinh x and the properties of the function 
ex that sinhx is a continuous strictly increasing function mapping 1 in a 
one-to-one manner onto itself. The inverse function to sinhx thus exists, is 
defined on R, is continuous, and is strictly increasing. 

This inverse is denoted arsinh y (read "area-sine of y") .9 This function is 
easily expressed in terms of known functions. In solving the equation 

I(e*-e-*)=y 

for x, we find successively 

ex = y + \A + 2/2 

(ex > 0, and so ex ^ y — \/l.+ y2) and 

x = In (y + \ / l + y2) . 

Thus, 
arsinh y = In (y + \ / l + y2) , y G R . 

9 The full name is area sinus hyperbolici (Lat.); the reason for using the term area 
here instead of arc, as in the case of the circular functions, will be explained 
later. 

y = cosh x 
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Similarly, using the monotonicity of the function y = cosh x on the two 
intervals R_ = {x G R| x < 0} and R+ = {x G R\x > 0}, we can con­
struct functions arcosh _y and arcosh+y, defined for y > 1 and inverse to 
the function cosh x on R_ and R+ respectively. 

They are given by the formulas 

arcosh _y = In (y — yjy2 — l) , 

arcosh +y = In [y + y/y2 - l) . 

Prom the definitions given above, we find 

sinh' x = - (ex + e~x) = cosh a: , 

cosh' x = - (ex — e~x) = sinhx , 

and by the theorem on the derivative of an inverse function, we find 

1 1 1 1 
arsinh'y = 

sinh'x coshx y/l + s i n h 2 x ^/T+y2 ' 
1 1 1 l 

arcosn_y = —-7— = -—— = . = = . , y > 1 , 
cosh x sinhx _^/cosh2

 x - 1 vV ~ l 

^ , 1 1 1 1 
arcosh+y = — - j - = — — = = , y > 1 . 

cosh x sinh x y'cosh2 x - 1 \JV2 ~ * 
These last three relations can be verified by using the explicit expressions 

for the inverse hyperbolic functions arsinhy and arcosh y. 
For example, 

arsinh'y = )== ( l + hi + y 2 ) " 1 / 2 . 2y) 

\ / l + 2/2 + 2/ 

Like tan x and cot x one can consider the functions 

sinhx . . coshx 
tanh x = —-— and cotn x = -—— , 

cosh x sinh x 

called the hyperbolic tangent and hyperbolic cotangent respectively, and also 
the functions inverse to them, the area tangent 

artanhy = - In , \y\ < 1 , 
2 1 -y 

and the area cotangent 

arcothy = - In —— \y\ > 1 . 
z y 1 
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We omit the solutions of the elementary equations that lead to these 
formulas. 

By the rules for differentiation we have 

sinh' x cosh x — sinh x cosh' x 
tanh'x = 

coth'x = 

cosh2 x 
cosh x cosh x — sinh x sinh x 1 

cosh2 x cosh2 x 
cosh' x sinh x — cosh x sinh' x _ 

sinh2 x 
sinh x sinh x — cosh x cosh x 1 

sinh x sinh x 
By the theorem on the derivative of an inverse function 

w 1 1 ,2 
artann x = —r— = -,—i r = cosh x = tanh'x (—K-) 

Vcosh^ x/ 
1 1 

1 - tanh2 x l-y2 

arcotn x = ——j— = -, =—r- = — sinh x = 
coth'x ( . h ) 

\ sinh'2 x J 
1 1 

| y | < i 

-, | y | > i . 
coth2 x - 1 y2 - 1' 

The last two formulas can also be verified by direct differentiation of the 
explicit formulas for the functions artanhy and arcothy. 

5.2.4 Table of Derivatives of the Basic Elementary Functions 

We now write out (see Table 5.1) the derivatives of the basic elementary 
functions computed in Sects. 5.1 and 5.2. 

5.2.5 Differentiation of a Very Simple Implicit Function 

Let y = y(t) and x = x(i) be differentiate functions defined in a neighbor­
hood 17(to) of a point to G R. Assume that the function x = x(t) has an 
inverse t = t(x) defined in a neighborhood V(XQ) of x$ = x(to). Then the 
quantity y = y(i), which depends on £, can also be regarded as an implicit 
function of x, since y(i) = y(t(x)). Let us find the derivative of this func­
tion with respect to x at the point #o, assuming that x'(to) ^ 0. Using the 
theorem on the differentiation of a composite function and the theorem on 
differentiation of an inverse function, we obtain 

VxL= X—XQ dx 

<U/(*(*)) | _dy(t)\ dt(x)\ _ ^T\t=t0 _ y't(t0) 
x't(t0) dt t=t0 dx 

dy(t) 
dt 

dx(t) 
dt 

t=t0 

t=t0 

(Here we have used the standard notation f(x)\ = := f(xo).) 
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Table 5.1. 

Function f(x) Derivative f'{x) Restrictions on 
domain of x G R 

1. C (const) 
2. xa 

3. ax 

4. loga \x\ 

5. sinx 
6. cosx 
7. tanrr 

8. cot a: 

9. arcsinrr 

10. arccosrr 

11. arctanrr 

12. arccotrr 

13. sinhrr 
14. cosh a: 
15. tanhrr 

16. cothrr 

17. arsinhrr = 

18. arcoshrr = 

19. artanhrr = 

20. arcoth x = 

In 

= 1E 

I 
2 
1 
2 

In 

In 

: + vTT 

: ± y/x2 -III 

x+1 
x - 1 

\ 
X2) 

\ 
- 1 ) 

0 
ax*'1 

ax\na 
I 

x In a 

COSX 

— sinx 
l 

COS2 X 

1 
sin2 x 

1 

x / l - x 2 

1 
yjx-x* 

1 
1+x2 

1 
1+x 2 

coshrr 
sinhrr 

I 

cosh2 x 
1 

sinh2 x 

1 
x / l + * 2 

x / x 2 - l 
1 

1-x 2 

1 
x 2 - l 

x > 0 for a G R 
x G R for a G N 

a ; G l ( a > 0 , a / l ) 
a ; G l \ 0 ( a > 0 , a / l ) 

x ^ | + TT/C, k G Z 

:r ^ TT/C, /c G Z 

| x | < l 

W < i 

z ^ O 

W > i 
| x | < l 

W > i 

If the same quantity is regarded as a function of different arguments, in 
order to avoid misunderstandings in differentiation, we indicate explicitly the 
variable with respect to which the differentiation is carried out, as we have 
done here. 

Example 15. The law of addition of velocities. The motion of a point along 
a line is completely determined if we know the coordinate x of the point in 
our chosen coordinate system (the real line) at each instant t in a system we 
have chosen for measuring time. Thus the pair of numbers (x, t) determines 
the position of the point in space and time. The law of motion is written in 
the form of a function x = x(t). 

Suppose we wish to express the motion of this point in terms of a different 
coordinate system (#,?). For example, the new real line may be moving uni­
formly with speed —v relative to the first system. (The velocity vector in this 
case may be identified with the single number that defines it.) For simplicity 
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we shall assume that the coordinates (0,0) refer to the same point in both 
systems; more precisely, that at time i = 0 the point x = 0 coincided with 
the point x = 0 at which the clock showed t = 0. 

Then one of the possible connections between the coordinate systems (x, t) 
and (x, i) describing the motion of the same point observed from different 
coordinate systems is provided by the classical Galilean transformations: 

\Zx
t
+vt' < 5 - 2 9 ) 

Let us consider a somewhat more general linear connection 

i=7x + St. ( } 

assuming, of course, that this connection is invertible, that is, the determinant 

of the matrix [ \. } is not zero. 

Let x = x(t) and x = x(i) be the law of motion for the point under 
observation, written in these coordinate systems. 

We remark that, knowing the relation x = #(£), we find by formula (5.30) 
that 

x(t) = ax(t) + (3t, 

t(t) = jx(t) + St, 

and since the transformation (5.30) is invertible, after writing 

(5.31) 

knowing x = x(?), we find 

x = ax + pi , 
t = 7X + Si , 

x(i) = ax(i) + fit, 
t(i) = jx(i) + Si. 

(5.32) 

(5.33) 

It is clear from relations (5.31) and (5.33) that for the given point there 
exist mutually inverse functions i = i(t) and t = t(i). 

We now consider the problem of the connection between the velocities 

v{t) = d»£) = ±t{t) a n d y{t) = d*g) = ~.(f) 

of the point computed in the coordinate systems (#,£) and (x,?) respectively. 
Using the rule for differentiating an implicit function and formula (5.31), 

we have 
dx = f = a f + /? 
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or 

v{t) = 7v(t) + * ' (5-34) 

where t and t are the coordinates of the same instant of time in the systems 
(x, t) and (x, i). This is always to be kept in mind in the abbreviated notation 

V=%±1 (5.35) 
jV + 5 v J 

for formula (5.34). 
In the case of the Galilean transformations (5.29) we obtain the classical 

law of addition of velocities from formula (5.35) 

V = V + v. (5.36) 

It has been established experimentally with a high degree of precision (and 
this became one of the postulates of the special theory of relativity) that in 
a vacuum light propagates with a certain velocity c that is independent of 
the state of motion of the radiating body. This means that if an explosion 
occurs at time t = i = 0 at the point x = x = 0, the light will reach the 
points x with coordinates such that x2 = (ct)2 after time t in the coordinate 
system (x,£), while in the system (x,i) this event will correspond to time i 
and coordinates x, where again x2 = (ci)2. 

Thus, if x2 — c2t2 = 0, then x2 — ci2 = 0 also, and conversely. By virtue of 
certain additional physical considerations, one must consider that, in general 

x2 - c2t2 = x2 - c2t2 , (5.37) 

if (x, i) and (x,?) correspond to the same event in the different coordinate 
systems connected by relation (5.30). Conditions (5.37) give the following 
relations on the coefficients a, (3, 7, and S of the transformation (5.30): 

a2 - c2-f2 = 1 , 

a(3 - c2j5 = 0 , (5.38) 
f _ c252 = _ c 2 ? 

If c = 1, we would have, instead of (5.38), 

a2 - 7
2 = 1 , 

I = I <5'39) 
0 a 

f32-82 = - 1 , 
from which it follows easily that the general solution of (5.39) (up to a change 
of sign in the pairs (a, /?) and (7,8)) can be given as 

a = cosh cp, 7 = sinh </?, /? = sinh </?, S = cosh (p , 

where <p is a parameter. 



208 5 Differential Calculus 

The general solution of the system (5.38) then has the form 

a (3\ _ ( cosh</? csmh(f 
7 5 J y^ sinh <p cosh (p 

and the transformation (5.30) can be made specific: 

x = cosh (p x 4- c sinh (p t , 
(5.40) 

i = \ sinh (p x + cosh (p t . 

This is the Lorentz transformation. 
In order to clarify the way in which the free parameter (p is determined, 

we recall that the x-axis is moving with speed — v relative to the x-axis, that 
is, the point x = 0 of this axis, when observed in the system (x, t) has velocity 
—v. Setting x = 0 in (5.40), we find its law of motion in the system (x,£): 

x = — ctanh(pt. 

Therefore, 
v 

tanh</? = - . (5.41) 
c 

Comparing the general law (5.35) of transformation of velocities with the 
Lorentz transformation (5.40), we obtain 

~ cosh ipV + c sinh (p 

- sinh (p V + cosh (p 

or, taking account of (5.41), 

Formula (5.42) is the relativistic law of addition of velocities, which for 
\vV\ <̂C c2, that is, as c —> oo, becomes the classical law expressed by formula 
(5.36). 

The Lorentz transformation (5.40) itself can be rewritten taking account 
of relation (5.41) in the following more natural form: 

x + vt 
x = 

t = 

\ A - ( £ > 2 ' 
(5.43) 

\A - (s)a ' 
from which one can see that for \v\ « c , that is, as c —>• oo, they become the 
classical Galilean transformations (5.29). 
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5.2.6 Higher-order Derivatives 

If a function / : E —>• R is differentiable at every point x G E , then a new 
function / ' : E —>> R arises, whose value at a point x G E equals the derivative 
/ ' (#) of the function / at that point. 

The function / ' : E ->• R may itself have a derivative (/ /) / : E ->• R on E, 
called the second derivative of the original function / and denoted by one of 
the following two symbols: 

/ " ( * ) , 
d2f(x) 

dx2 

and if we wish to indicate explicitly the variable of differentiation in the first 
case, we also write, for example, /i 'x(x). 

Definition. By induction, if the derivative f("n~1\x) of order n — 1 of / has 
been defined, then the derivative of order n is defined by the formula 

/(">(*) := (/("-1)) '(x) . 

The following notations are conventional for the derivative of order n: 

dnf(x) 
f{n\x) 

dxn 

Also by convention, f^(x) := f(x). 
The set of functions / : E —» R having continuous derivatives up to order 

n inclusive will be denoted C(n)(£,R), and by the simpler symbol C(n\E), 
or Cn(E, R) and Cn(E) respectively wherever no confusion can arise. 

In particular C ( 0 )(#) = C(E) by our convention that / ( 0 ) (^) = f{x). 
Let us now consider some examples of the computation of higher-order 

derivatives. 

E x a m p l e s 

/ (*) 

16) ax 

17) ex 

18) sinx 

19) cosx 

/ ' (* ) 

a x l n a 

ex 

cosx 

— sinx 

ax In2 a 

20) ( l+x) a a(l + x)° 

21) xa 

22) loga |x| 

23) ln|x| 

ax 

x~ 

a ( a - l ) ( l + x ) a _ 2 

a(a - l )x a _ 2 

i ^ x " 2 

In a 

( - l )x - 2 

/ ( n )(x) 

ax lnn a 

ex 

sin(x + TVK/2) 

cos(x + n7r/2) 

a(a — 1) • • • 
( a - n + l)(l + x ) a " n 

a(a- l ) - - - ( a - n + l)xQ 

( - l ) n - l ( n _ i ) | n 

In a 

{-l)n-\n-l)\x-n 
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Example 24- Leibniz' formula. Let u{x) and v(x) be functions having deriva­
tives up to order n inclusive on a common set E. The following formula of 
Leibniz holds for the nth derivative of their product: 

(uv)<n> = ^T f M u<n"mMm> . (5.44) 
m=0 ^ ' 

Leibniz' formula bears a strong resemblance to Newton's binomial for­
mula, and in fact the two are directly connected. 

Proof. For n = 1 formula (5.44) agrees with the rule already established for 
the derivative of a product. 

If the functions u and v have derivatives up to order n 4-1 inclusive, then, 
assuming that formula (5.44) holds for order n, after differentiating the left-
and right-hand sides, we find 

(ut;)<n+i> = J2 ( ™ ) u<n-m+ivm> + J2 (m) u ( n - m V m + 1 ) 

ra=0 ^ ' ra=0 ^ ' 

= u(n+Dv(0) + £ ^ V f ^ \ \ u((«+D-*)v(fc) + U(0)V. (»+i) -

n + 1 > u ( ( » + i ) - f c ) / ) 
n+l 

k=o v 

Here we have combined the terms containing like products of derivatives 

of the functions u and v and used the binomial relation I , J 4- I , 1 1 = 

Thus by induction we have established the validity of Leibniz' formula. D 

Example 25. If Pn{x) = Co + c\x -\ + cnx
n, then 

Pn(0) = c0 , 

P'n{x) = a + 2c2x + ••• + ncnxn-1 and f*(0) = ci , 

i*'(x) = 2c2 + 3 • 2c3x + • • • + n(n - l)cnx
n-2 and P^'(0) = 2!c2 , 

Pi3)(x) = 3 • 2c3 + • • • n(n - l)(n - 2)cna;n-3 and Pi3)(0) = 3!c3 , 

P^n)(x) = n(n - l)(n - 2) • • • 2cn and P^n)(0) = n!cn , 

Pik){x) = 0 f o r f c > n . 

Thus, the polynomial Pn{x) can be written as 

Pn(x) = Pi°)(0) + ^ ( O ) * + ^P i 2 ) (0 )x 2 + • • • + i ^ ) ( 0 ) « » . 
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Example 26. Using Leibniz' formula and the fact that all the derivatives of 
a polynomial of order higher than the degree of the polynomial are zero, we 
can find the nth derivative of / (x) = x2 sinx: 

f^ (x) = sin<n> (x) • x2 + f **) sin^"1) x • 2x + ( ™ ) sin^"2) x • 2 = 

= x2 sin f x + n— J + 2nx sin (x + (n — 1) — J + ( — n(n — 1) sin f x + n— J j = 

= (x2 — n(n — 1)) sin ( x + n— J — 2nx cos (x 4- n— J . 

Example 27. Let / (x) = arctanx. Let us find the values /^n^(0) 
(n = l ,2 , . . . ) . 

Since / ' (x) = j±p, it follows that (1 + x2)f(x) = 1. 
Applying Leibniz' formula to this last equality, we find the recursion re­

lation 

(1 + x2)/(n+1>(x) + 2nx/<n> (x) + n(n - l ) / ^ " 1 ) (x) = 0 , 

from which one can successively find all the derivatives of / (x) . 
Setting x = 0, we obtain 

/(n+i)(0) = -n(n - l ) / ^ - 1 ^ ) . 

For n = 1 we find f^2\0) = 0, and therefore /^2n^(0) = 0. For derivatives 
of odd order we have 

/ ( 2 m + 1 ) (0 ) = -2m(2m - l)/*2"1-1*^) 

and since / '(0) = 1, we obtain 

/(2^+1)(0) = ( - l ) m ( 2 m ) ! . 

Example 28. Acceleration. If x = x(i) denotes the time dependence of a point 
mass moving along the real line, then - ^ ^ = x(t) is the velocity of the point, 

and then -^p- = ^ = x(i) is its acceleration at time t. 
If x(t) = at + /3, then x(t) = a and x(t) = 0, that is, the acceleration in 

a uniform motion is zero. We shall soon verify that if the second derivative 
equals zero, then the function itself has the form at 4- ft. Thus, in uniform 
motions, and only in uniform motions, is the acceleration equal to zero. 

But if we wish for a body moving under inertia in empty space to move 
uniformly in a straight line when observed in two different coordinate systems, 
it is necessary for the transition formulas from one inertial system to the other 
to be linear. That is the reason why, in Example 15, the linear formulas (5.30) 
were chosen for the coordinate transformations. 
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Example 29. The second derivative of a simple implicit function. Let y = y(t) 
and x = x(t) be twice-differentiable functions. Assume tha t the function 
x = x(t) has a differentiate inverse function t = t{x). Then the quanti ty y(t) 
can be regarded as an implicit function of x, since y = y{t) = y(t(x)). Let us 
find the second derivative yxx assuming tha t x'{t) ^ 0. 

By the rule for differentiating such a function, studied in Subsect. 5.2.5, 
we have 

. y't , / 

so tha t 

v'L = (y'x)'x 

(VY ( 4 ) ! y"%xt vt*"t T / 7 / / _ T / / 7 / KVxJt _ \x't)t _ {x't)
2 _ xtytt - xttyt 

xt xt xt (xt) 

We remark tha t the explicit expressions for all the functions tha t occur 
here, including yxx, depend on £, but they make it possible to obtain the value 
of yxx at the particular point x after substi tuting for t the value t = t(x) 
corresponding to the value x. 

For example, if y = e* and x = In £, then 

/ vi e* * // (y'rYt et + tet , _ , 

^ = t = iA = ' e ' y°° = Jt = -Ljr = tit+1)e-
We have deliberately chosen this simple example, in which one can ex­

plicitly express t in terms of x as t = ex and, by substi tuting t = ex into 
y(t) = e*, find the explicit dependence of y = eeX on x. Differentiating this 
last function, one can justify the results obtained above. 

It is clear tha t in this way one can find the derivatives of any order by 
successively applying the formula 

/ ( n - l ) \ ' 
An) _ We"-* )t 

xt 

5.2 .7 P r o b l e m s a n d Exerc i se s 

1. Let ao, a i , . . . , a n be given real numbers. Exhibit a polynomial Pn(x) of degree 
n having the derivatives Pn (#o) = c*fc, k = 0 , 1 , . . . , n, at a given point XQ G R. 

2. Compute f'(x) if 

J exp y - J?) for ^ 0 , 
a) f{x) = < 

0 for x = 0 

x2 sin - for x ^ 0 , 
b) f(x) = i 

I 0 for x = 0 . 
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c) Verify that the function in part a) is infinitely differentiable on E, and that 
/ ( n ) (0 ) = 0. 

d) Show that the derivative in part b) is defined on E but is not a continuous 
function on E. 

e) Show that the function 

/(*) 
( exp ( - j ^ - f i d g j ) for - 1 < x < 1 , 

0 for 1 < |x| 

is infinitely differentiable on E. 

3. Let / e C ( o o )(E). Show that for x ^ 0 

^ - ( i ) -<-'>-£ (*-''(i)) • 
4. Let / be a differentiable function on E. Show that 

a) if / is an even function, then / ' is an odd function; 

b) if / is an odd function, then / ' is an even function; 

c) ( / ' is odd) <=$• ( / is even). 

5. Show that 

a) the function / (x) is differentiable at the point xo if and only if / (x ) — /(xo) = 
(p(x)(x — xo), where ip(x) is a function that is continuous at xo (and in that case 
<p(xo) = / ' (x 0 ) ) ; 

b) if / (x) - /(xo) = tp(x)(x - xo) and tp G ^ " ^ ( ^ ( x o ) ) , where U(xo) is a 

neighborhood of xo, then f(x) has a derivative (f (xo)) of order n at xo. 

6. Give an example showing that the assumption that / _ 1 be continuous at the 
point 7/0 cannot be omitted from Theorem 3. 

7. a) Two bodies with masses m\ and rri2 respectively are moving in space under 
the action of their mutual gravitation alone. Using Newton's laws (formulas (5.1) 
and (5.2) of Sect. 5.1), verify that the quantity 

E = (lmi* + \m2vl) + ( - G ^ ) =:K + U, 

where vi and v2 are the velocities of the bodies and r the distance between them, 
does not vary during this motion. 

b) Give a physical interpretation of the quantity E = K-\-U and its components. 

c) Extend this result to the case of the motion of n bodies. 
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5.3 The Basic Theorems of Differential Calculus 

5.3.1 Fermat's Lemma and Rolle's Theorem 

Definition 1. A point xo G E C R is called a local maximum (resp. local 
minimum) and the value of a function / : E —» R at that point a local 
maximum value (resp. local minimum value) if there exists a neighborhod 
UE(XQ) of XQ in E such that at any point x G UE(%O) we have f(x) < /(#o) 
(resp. f(x) > / (x 0 ) ) . 

Definition 2. If the strict inequality f(x) < /(#o) (resp. f(x) > /(#o)) 
o 

holds at every point x G UE(XO) \ #o — UE(XO), the point #o is called stnci 
/oca/ maximum (resp. stnct /oca/ minimum) and the value of the function 
/ : £ ? 4 R a strict /oca/ maximum value (resp. stnct /oca/ minimum value). 

Definition 3. The local maxima and minima are called local extrema and 
the values of the function at these points local extreme values of the function. 

Example 1. Let 

/(*) = 
if - 1 < x < 2 , 

if 2<x 

(see Fig. 5.8). For this function 
x = —1 is a strict local maximum; 
x = 0 is a strict local minimum; 
x = 2 is a local maximum; 

the points x > 2 are all local extrema, being simultaneously maxima and 
minima, since the function is locally constant at these points. 

y 
4 

3 

2 

X 

1 

/ 

- / 

^y i J 

- 1 0 1 2 

Fig. 5.8. 

i 

3 x 

Example 2. Let f(x) = sin \ on the set E = R \ 0. 

The points x = (^ + 2kn) , k G Z, are strict local maxima, and the 

points x = ( — f + 2kir) , k G Z, are strict local minima for f(x) (see 
Fig. 4.1). 
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Definition 4. An extremum XQ G E of the function / : E —> R is called an 
interior extremum if xo is a limit point of both sets E- = {x G E\ x < xo} 
and E+ = {x G E\ x > xo}. 

In Example 2, all the extrema are interior extrema, while in Example 1 
the point x = — 1 is not an interior extremum. 

Lemma 1. (Fermat). If a function f : E —>> R is differentiable at an interior 
extremum, xo G E, then its derivative at XQ is 0 : f'(xo) = 0. 

Proof By definition of differentiability at xo we have 

/ ( x 0 + h)- / (x 0 ) = f(x0)h 4- a(x0; h)h , 

where a(xo; h) —>• 0 as h —>• x, xo 4- h G i£. 
Let us rewrite this relation as follows: 

/ (x 0 + /i) - / (x 0 ) = [/ '(XQ) + a(x0; /*)]^ (5.45) 

Since xo is an extremum, the left-hand side of Eq. (5.45) is either non-
negative or nonpositive for all values of h sufficiently close to 0 and for which 
x0 4- h G E. 

If / '(xo) i=- 0, then for h sufficiently close to 0 the quantity //(xo)4-ce(xo; h) 
would have the same sign as / '(xo), since a(xo; h) —> 0 as h —> 0, xo 4- h G E. 

But the value of h can be both positive or negative, given that xo is an 
interior extremum. 

Thus, assuming that / '(xo) i=- 0, we find that the right-hand side of (5.45) 
changes sign when h does (for h sufficiently close to 0), while the left-hand 
side cannot change sign when h is sufficiently close to 0. This contradiction 
completes the proof. • 

Remarks on Fermat's Lemma 1°. Fermat's lemma thus gives a necessary 
condition for an interior extremum of a differentiable function. For noninterior 
extrema (such as the point x = — 1 in Example 1) it is generally not true 
that / ' (x 0) = 0. 

2°. Geometrically this lemma is obvious, since it asserts that at an extremum 
of a differentiable function the tangent to its graph is horizontal. (After all, 
P(XQ) is the tangent of the angle the tangent line makes with the x-axis.) 

3°. Physically this lemma means that in motion along a line the velocity must 
be zero at the instant when the direction reverses (which is an extremum!). 

This lemma and the theorem on the maximum (or minimum) of a contin­
uous function on a closed interval together imply the following proposition. 

Proposition 1. (Rolle's10 theorem). If a function f : [a, b] —» R is contin­
uous on a closed interval [a, 6] and differentiable on the open interval ]a,b[ 
and / (a) = f(b), then there exists a point £ G]a, 6[ such that / '(£) = 0. 

M.Rolle (1652-1719) - French mathematician. 
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Proof. Since the function / is continuous on [a, 6], there exist points xm , XM £ 
[a, 6] at which it assumes its minimal and maximal values respectively. If 
f(xm) = / ( % ) , then the function is constant on [a, 6]; and since in that 
case f'(x) = 0, the assertion is obviously true. If / ( x m ) < / ( % ) , then, since 
/ (a) = /(&), one of the points x m and XM must lie in the open interval ]a, 6[. 
We denote it by £. Fermat's lemma now implies that / '(£) = 0. • 

5.3.2 The theorems of Lagrange and Cauchy on finite increments 

The following proposition is one of the most frequently used and important 
methods of studying numerical-valued functions. 

Theorem 1. (Lagrange's finite-increment theorem). If a function f : [a, 6] 
—> R is continuous on a closed interval [a, 6] and differentiable on the open 
interval ]a, b[, there exists a point £ e]a, b[ such that 

f(b)-f(a) = f>(0(b-a). (5.46) 

Proof. Consider the auxiliary function 

ft*)=/(:)-M(l.a)i 
b — a 

which is obviously continuous on the closed interval [a, b] and differentiate on 
the open interval ]a,b[ and has equal values at the endpoints: F(a)=F(b) = 
/ ( a ) . Applying Rolle's theorem to F(x), we find a point ££]a, b[ at which 

nt) = m-m
bz

f
a
{a)=o.n 

Remarks on Lagrange's Theorem 1° In geometric language Lagrange's 
theorem means (see Fig. 5.9) that at some point (£,/(£)), where £ £]a, 6[, 
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the tangent to the graph of the function is parallel to the chord joining the 
points (a, /(a)) and (6, /(&)), since the slope of the chord equals ^ bZa • 

2°. If x is interpreted as time and /(&) — /(a) as the amount of displacement 
over the time b — a of a particle moving along a line, Lagrange's theorem says 
that the velocity f'(x) of the particle at some time £ e]a, b[ is such that if 
the particle had moved with the constant velocity / '(£) over the whole time 
interval, it would have been displaced by the same amount f(b) — / ( a ) . It is 
natural to call / '(£) the average velocity over the time interval [a, 6]. 

3°. We note nevertheless that for motion that is not along a straight line 
there may be no average speed in the sense of Remark 2°. Indeed, suppose 
the particle is moving around a circle of unit radius at constant angular 
velocity u = 1. Its law of motion, as we know, can be written as 

r(t) = (cost,sint) . 

Then 
r(t) = v(t) = (—sin t, cost) 

and |v| = v sin2t + cos2t = 1. 
The particle is at the same point r(0) = r(27r) = (1,0) at times t = 0 and 

t = 27r, and the equality 

r (27 r ) - r (0 )=v(£ ) (27 r -0 ) 

would mean that v(£) = 0. But this is impossible. 
Even so, we shall learn that there is still a relation between the displace­

ment over a time interval and the velocity. It consists of the fact that the full 
length L of the path traversed cannot exceed the maximal absolute value of 
the velocity multiplied by the time interval of the displacement. What has 
just been said can be written in the following more precise form: 

| r ( 6 ) - r ( a ) | < sup | r (*) | |6 -a | . 
te]a,b[ 

(5.47) 

As will be shown later, this natural inequality does indeed always hold. 
It is also called Lagrange's finite-increment theorem, while relation (5.46), 
which is valid only for numerical-valued functions, is often called the Lagrange 
mean-value theorem (the role of the mean in this case is played by both the 
value / '(£) of the velocity and by the point £ between a and 6). 

4°. Lagrange's theorem is important in that it connects the increment of a 
function over a finite interval with the derivative of the function on that 
interval. Up to now we have not had such a theorem on finite increments and 
have characterized only the local (infinitesimal) increment of a function in 
terms of the derivative or differential at a given point. 
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Corollaries of Lagrange's Theorem 

Corollary 1. (Criterion for monotonicity of a function). If the derivative of 
a function is nonnegative (resp. positive) at every point of an open interval, 
then the function is nondecreasing (resp. increasing) on that interval. 

Proof. Indeed, if x\ and x2 are two points of the interval and x\ < x2, that 
is, x2 — xi > 0, then by formula (5.46) 

f(x2) - / (x i ) = / ; ( 0 ( s 2 - xi) , where x1 < £ < x2 , 

and therefore, the sign of the difference on the left-hand side of this equality 
is the same as the sign of / ' (£). • 

Naturally an analogous assertion can be made about the nonincreasing 
(resp. decreasing) nature of a function with a nonpositive (resp. negative) 
derivative. 

Remark. By the inverse function theorem and Corollary 1 we can conclude, 
in particular, that if a numerical-valued function f{x) on some interval / 
has a derivative that is always positive or always negative, then the function 
is continuous and monotonic on / and has an inverse function / _ 1 that is 
defined on the interval / ' = / ( / ) and is differentiate on it. 

Corollary 2. (Criterion for a function to be constant). A function that is 
continuous on a closed interval [a, b] is constant on it if and only if its deriva­
tive equals zero at every point of the interval [a, b] (or only the open interval 
}a,b[). 

Proof Only the fact that f'{x) = 0 on ]a,b[ implies that f(x\) = f(x2) for 
all £ i ,#2 ,£ [ai°] is of interest. But this follows from Lagrange's formula, 
according to which 

/ ( S 2 ) - / ( * l ) = / ' ( 0 ( Z 2 - * i ) = 0 , 

since £ lies between x\ and #2, that is, £ E]a, b[, and so / '(£) = 0. • 

Remark. Prom this we can draw the following conclusion (which as we shall 
see, is very important for integral calculus): If the derivatives F[{x) and 
F2 (

x) of two functions F\ (x) and F2 (x) are equal on some interval, that is, 
F[ (x) = i<2 (x) on the interval, then the difference F\ (x) — F2 (x) is constant. 

The following proposition is a useful generalization of Lagrange's theorem, 
and is also based on Rolle's theorem. 

Proposition 2. (Cauchy's finite-increment theorem). Let x = x(t) and 
y = y(i) be functions that are continuous on a closed interval [a, (3] and 
differentiable on the open interval ]a,/?[. 
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Then there exists a point r G [a, /?] such that 

X'(T) (y{p) - y(a)) = y'{r) (x(/3) - x(a)) . 

If in addition x'(t) ^ 0 for each t e]a,/?[, then x(a) ^ x((3) and we have the 
equality 

v(P)-v(°) = y'(r) ( , 
x(p)-x(a) X'(T)'

 K } 

Proof The function F(t) = x(i){y((3)-y(a)) -y(t){x((3)-x(a)) satisfies the 
hypotheses of Rolle's theorem on the closed interval [a, ft]. Therefore there 
exists a point r e]a, /?[ at which F'(r) = 0, which is equivalent to the equality 
to be proved. To obtain relation (5.48) from it, it remains only to observe 
that if x'{t) / O o n ]#,/?[, then x(a) ^ #(/?), again by Rolle's theorem. • 

Remarks on Cauchy's Theorem 1°. If we regard the pair x(t),y(t) as 
the law of motion of a particle, then (#'(£), ?/(£)) is its velocity vector at 
time £, and {x{(3) — x(a),y((3) — y(a)) is its displacement vector over the 
time interval [a,/?]. The theorem then asserts that at some instant of time 
r G [a, 0\ these two vectors are collinear. However, this fact, which applies to 
motion in a plane, is the same kind of pleasant exception as the mean-velocity 
theorem in the case of motion along a line. Indeed, imagine a particle moving 
at uniform speed along a helix. Its velocity makes a constant nonzero angle 
with the vertical, while the displacement vector can be purely vertical (after 
one complete turn). 

2°. Lagrange's formula can be obtained from Cauchy's by setting x = x(t) =t, 
y(t) = y{x) = / (x) , a = a, (3 = b. 

5.3.3 Taylor's Formula 

From the amount of differential calculus that has been explained up to this 
point one may obtain the correct impression that the more derivatives of 
two functions coincide (including the derivative of zeroth order) at a point, 
the better these functions approximate each other in a neighborhood of that 
point. We have mostly been interested in approximations of a function in the 
neighborhood of a point by a polynomial Pn(x) = Pn(xo\x) = Co 4- c\{x — 
xo) + — - + Cn(x — xo)n, and that will continue to be our main interest. We 
know (see Example 25 in Subsect. 5.2.6) that an algebraic polynomial can be 
represented as 

Pn(x) = Pn(x0) + ¥^(x -x0) + --- + ^ r ^ ( * - *o)n , 

that is, Cfc = n
 k) ° , (k = 0 , 1 , . . . , n). This can easily be verified directly. 
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Thus, if we are given a function / (#) having derivatives up to order n 
inclusive at #o, we can immediately write the polynomial 

Pn(x0;x) = Pn(x) = f(Xo)+lM(x-Xo)+... + l^lM{x-Xo)n (5.49) 
1! nl 

whose derivatives up to order n inclusive at the point XQ are the same as the 
corresponding derivatives of / (#) at that point. 

Definition 5. The algebraic polynomial given by (5.49) is the Taylor11 poly­
nomial of order n of f(x) at x$. 

We shall be interested in the value of 

f(x) - Pn(x0; x) = rn(x0; x) (5.50) 

of the discrepancy between the polynomial Pn(x) and the function / (#) , 
which is often called the remainder, more precisely, the nth remainder or the 
nth remainder term in Taylor's formula: 

f{x) = f(x0) + ^-(x-x0) + --- + l^-^l(x-Xor+rn(Xo;x) . 

(5.51) 
The equality (5.51) itself is of course of no interest if we know nothing 

more about the function rn(xo;x) than its definition (5.50). 
We shall now use a highly artificial device to obtain information on the 

remainder term. A more natural route to this information will come from the 
integral calculus. 

Theorem 2. If the function f is continuous on the closed interval with end-
points xo and x along with its first n derivatives, and it has a derivative of 
order n + 1 at the interior points of this interval, then for any function <p 
that is continuous on this closed interval and has a nonzero derivative at its 
interior points, there exists a point £ between x$ and x such that 

^;*) = yW-ffV«'(fl(*-fr. (5.52) 

Proof. On the closed interval I with endpoints XQ and x we consider the 
auxiliary function 

F(t) = f(x)-Pn(t;x) (5.53) 

of the argument t. We now write out the definition of the function F(t) in 
more detail: 

F(t) = f{x) - f(t) + ^(x-t)+... + ^(x-tr (5.54) 

11 B.Taylor (1685-1731) - British mathematician. 
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We see from the definition of the function F(t) and the hypotheses of the 
theorem that F is continuous on the closed interval I and differentiable at 
its interior points, and that 

F'(t) = - ™ - ^ + ̂ (,-«)-^(,-t) + 

+ 2! 

1! 1! v ' 1! 
f(n+l)(t\ 

(x-t)2---- + 
n\ 

/(»+D( t) 

TV. 
(x-t)n. 

Applying Cauchy's theorem to the pair of functions F(t), (p(t) on the 
closed interval I (see relation (5.48)), we find a point £ between xo and x at 
which 

F{x) - F(xp) = F ' (Q ^ 

Substituting the expression for F'(£) here and observing from comparison 
of formulas (5.50), (5.53) and (5.54) that F(x) - F(x0) = 0 - F(x0) = 
—^n(^o;^)? we obtain formula (5.52). D 

Setting ip(t) = x — t in (5.52), we obtain the following corollary. 

Corollary 1. (Cauchy's formula for the remainder term). 

rn(x0;x) = ±/n+1HZ)(x - 0n(x ~ *o) • (5.55) 

A particularly elegant formula results if we set p(t) = (x — t)n+1 in (5.52): 

Corollary 2. (The Lagrange form of the remainder). 

rn(x0;x) = _ L _ / ( » + i ) ( 0 ( i C _ Xo)n+i 
(n + 1)! 

(5.56) 

We remark that when XQ = 0 Taylor's formula (5.51) is often called 
MacLaurin's formula.12 

Let us consider some examples. 

Example 3. For the function f[x) = ex with XQ = 0 Taylor's formula has the 
form 

ex = 1 + -x + -x2 + • • • + -xn + rn(0;x) , 

and by (5.56) we can assume that 

(5.57) 

r^=(^TT)!ee-*n+1 

where |£| < \x\ 

12 C. MacLaurin (1698-1746) - British mathematician. 
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Thus 

^°^ = idTye"-Wn+1<^elxi- (5-58) 

I m- f l 

But for each fixed x G R, if n —> oo, the quantity | n + 1 )p as we know (see Ex­
ample 12 of Subsect. 3.1.3), tends to zero. Hence it follows from the estimate 
(5.58) and the definition of the sum of a series that 

e* = l + i x + i x 2 + .-. + i x w + -.- (5.59) 

for all x G R. 

Example 4- We obtain the expansion of the function ax for any a, 0 < a, 
o / l , similarly: 

T ., In a In2 a o ln n a _ 
ax = 1 + - r ^ x + - ^ j - x 2 + • • • + — r x n + • • • . 

1! 2! n\ 

Example 5. Let / (x) = sinx. We know (see Example 18 of Subsect. 5.2.6) 
that f^n\x) = sin (x + \n), n G N, and so by Lagrange's formula (5.56) with 
Xo = 0 and any x G R we find 

rn(0;x) = j^rjy sin ($ + | ( n + l ))a; n + 1 , (5.60) 

from which it follows that rn(0;x) tends to zero for any x G R as n —> oo. 
Thus we have the expansion 

sin* = * - i * 3 + ^ _ . . . + _ ^ ^ + 1 + . . . ( 5 . 6 1 ) 

for every x G R. 

Example 6. Similarly, for the function f(x) = cosx, we obtain 

rn(0;x) = ^ - ^ c o s (i + | ( n + l))xn+1 (5.62) 

and 

cosx = 1 — ^,~ , ,,~ . /^ N. 
2! 4! (2n)» 

for x G R. 

cosx = 1 - ^ x 2 + ^ 4 + y f f * 2 n + • • • (5-63) 

Example 7. Since sinh'x = coshx and cosh'x = sinhx, formula (5.56) yields 
the following expression for the remainder in the Taylor series of / (x) = 
sinh x: 

rn(0;:c) = ^ T I ) ! / ( n + 1 ) ( c ) a ; n + 1 ' 
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where /^n+1)(£) — sinh£ if n is even and f^n+l\£) = cosh£ if n is odd. 
In any case |/^n+1)(£)l < max {| sinhx|, | coshx|}, since |£| < \x\. Hence for 
any given value x G M we have rn(0;x) —> 0 as n —> oo, and we obtain the 
expansion 

sinhz = x + ±x3 + ±x5 + • • • + ^-L^x2n+1 + ••• , (5.64) 

valid for all x G M. 

Example 8. Similarly we obtain the expansion 

coshx = 1 + yX2 + - ^ + • • • + T^-Mx2n + ' ' ' > (5-65) 

valid for any x G M. 

Example 9. For the function f(x) = ln( l+x) we have fM(x) = (~1)
(^

1J^~1) ! , 
so that the Taylor series of this function at Xo = 0 is 

ln(l + x) = x - \x2 + \x3 + ^ ~ ^ n xn + rn(0; x) . (5.66) 

This time we represent rn(0;x) using Cauchy's formula (5.55): 

or 
rn(Q;x) = (-irx(X-^Y , (5.67) 

where £ lies between 0 and x. 
If |x| < 1, it follows from the condition that £ lies between 0 and x that 

* - £ g| - l£l ^ M - ICI , i- |g | ^ , i- |g | , . . . 
| H i r ^ T q i r = 1-THl|-1-THo[ = N - (5-68) 

Thus for |x| < 1 
| r „ ( 0 ; x ) | < | x | n + 1 , (5.69) 

and consequently the following expansion is valid for |x| < 1: 

ln(l + x) = x - \x2 + \x3 + ( ~ 1 ) n xn + ••• (5.70) 
A o ft 

We remark that outside the closed interval \x\ < 1 the series on the right-
hand side of (5.70) diverges at every point, since its general term does not 
tend to zero if \x\ > 1. 
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Example 10. For the function (1 + x ) a , where a G M, we have f^n\x) = 
a ( a — 1) • • • (a — n + 1)(1 + x ) a _ n , so that Taylor's formula at XQ = 0 for this 
function has the form 

•••+ ^ - l ) - ( « - n + l ) a n + r n ( 0 . s ) . ( 5 . 7 1 ) 
n! 

Using Cauchy's formula (5.55), we find 

rn{0;x) =
 a ^ - ^ - n ^ a - n \ l + ^ — \ x - ^ x f ( 5 J 2 ) 

where £ lies between 0 and x. 
If \x\ < 1, then, using the estimate (5.68), we have 

|r„(0;x)| < | a ( l - j) • • • ( l - £ ) | ( l + ^ - 1 N " + 1 . (5.73) 

When n is increased by 1, the right-hand side of Eq. (5.73) is multiplied 
by | ( l — ^ j - )x \ . But since \x\ < 1, we shall have | ( l — ^px)#| < Q < 1, 
independently of the value of a, provided \x\ < q < 1 and n is sufficiently 
large. 

It follows from this that rn(0;x) —> 0 as n —> oo for any a G l and any 
x in the open interval |x| < 1. Therefore the expansion obtained by Newton 
(Newton's binomial theorem) is valid on the open interval |x| < 1: 

( l + x ) a = l + - x + - ^ - — - x 2 + - • •+— r ~x +" *' (5-74) 
1! 2! n! 

We remark that d'Alembert's test (see Paragraph b of Subsect. 3.1.4) 
implies that for \x\ > 1 the series (5.74) generally diverges if a £ N. Let us 
now consider separately the case when a = n G N. 

In this case f(x) = (1 + x)a = (1 + x)n is a polynomial of degree n 
and hence all of its derivatives of order higher than n are equal to 0. There­
fore Taylor's formula, together with, for example, the Lagrange form of the 
remainder, enables us to write the following equality: 

/- Nri , w n(n — 1) o n(n—l)'"l n /r, „„. 
(1 + x)n = 1 4- yyx + v V + • • • + — ^ xn , (5.75) 

which is the Newton binomial theorem known from high school for a natural-
number exponent: 

( i + x r = 1 + ( » ) * + ( » ) * > + . . . + ( ; ; ) x » . 
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Thus we have defined Taylor's formula (5.51) and obtained the forms 
(5.52), (5.55), and (5.56) for the remainder term in the formula. We have 
obtained the relations (5.58), (5.60), (5.62), (5.69), and (5.73), which enable 
us to estimate the error in computing the important elementary functions 
using Taylor's formula. Finally, we have obtained the power-series expansions 
of these functions. 

Definition 6. If the function f(x) has derivatives of all orders n G N at a 
point #o, the series 

/(*<>) + y'{x0){x - so) + • • • + -J(n)(x0)(x - x0)
n + ••• 1! n\ 

is called the Taylor series of / at the point XQ. 

It should not be thought that the Taylor series of an infinitely differen-
tiable function converges in some neighborhood of #o, for given any sequence 
Co, c i , . . . , c n , . . . of numbers, one can construct (although this is not simple 
to do) a function f(x) such that f^n\xo) = cn, n G N. 

It should also not be thought that if the Taylor series converges, it neces­
sarily converges to the function that generated it. A Taylor series converges 
to the function that generated it only when the generating function belongs 
to the class of so-called analytic functions. 

Here is Cauchy's example of a nonanalytic function: 

f e"1/*2 , i f x ^ O , 
Six) = { 

{ 0 , if x = 0 . 

Starting from the definition of the derivative and the fact that 
xke-i/x _^ Q a s x _^ ô  independently of the value of k (see Example 30 
in Sect. 3.2), one can verify that / ( n ) (0) = 0 for n = 0 ,1 ,2 , . . . . Thus, the 
Taylor series in this case has all its terms equal to 0 and hence its sum is 
identically equal to 0, while f(x) ^ 0 if x ^ 0. 

In conclusion, we discuss a local version of Taylor's formula. 
We return once again to the problem of the local representation of a 

function / : E —> R by a polynomial, which we began to discuss in Subsect. 
5.1.3. We wish to choose the polynomial Pn(xo; x) = XQ + C\{x — XQ) H h 
cn(x — xo)n so as to have 

f(x) = Pn(x) + o((x - x0)
n) as x -> #o, x e E , 

or, in more detail, 

f(x) = c0 + ci(x -xo)-\ h cn(x - x0)
n + o((x - x0)

n) 

as x -> xo, x e E . (5.76) 

We now state explicitly a proposition that has already been proved in all 
its essentials. 
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Proposition 3. If there exists a polynomial Pn(xo;x) = CQ + C\(x — xo) + 
* * * + cn(x — xo)n satisfying condition (5.76), that polynomial is unique. 

Proof Indeed, from relation (5.76) we obtain the coefficients of the polyno­
mial successively and completely unambiguously 

c0 = \imE3x^Xo / (x) 
a = limF ^ ^ 

_ r / (g ) - [co+-+c T O , i (a ; - a ;o) n - 1 ] 
Cn — l i m j B 9 x ^ X o {x-x0)

n ' U 

We now prove the local version of Taylor's theorem. 

Proposition 4. (The local Taylor formula). Let E be a closed interval hav­
ing XQ G R as an endpoint. If the function f : E —>• R has derivatives 
/ ' ( x o ) , . . . , f(n\xo) up to order n inclusive at the point XQ, then the following 
representation holds: 

fix) = /(xo) + ^ - ( x - * „ ) + ••• + ^-^-(x - x0)
n + 

1! n\ 
+o((x - x0)

n) as x ->- x0, x G E . (5.77) 

Thus the problem of the local approximation of a differentiable function 
is solved by the Taylor polynomial of the appropriate order. 

Since the Taylor polynomial Pn(#o; %) is constructed from the requirement 
that its derivatives up to order n inclusive must coincide with the correspond­
ing derivatives of the function / at xo, it follows that f(k\xo)—Pn (#o; #o) = 
0 (k = 0 , 1 , . . . , n) and the validity of formula (5.77) is established by the fol­
lowing lemma. 

Lemma 2. If a function ip : E —> R, defined on a closed interval E with 
endpoint xo, is such that it has derivatives up to order n inclusive at xo and 
ip(xo) = (p'(xo) = • • • = ip(n\xo) = 0, then (p(x) = o((x — xo)n) as x —> xo, 
x eE. 

Proof For n = 1 the assertion follows from the definition of differentiability 
of the function ip at xo, by virtue of which 

(p(x) = (p(xo) + (p'(xo)(x — xo) + o(x — xo) as x —> xo, x G E , 

and, since (p(xo) = (p'(xo) = 0, we have 

(p(x) = o(x — xo) as x —> xo, x G E . 

Suppose the assertion has been proved for order n = k — 1 > 1. We shall 
show that it is then valid for order n = k > 2. 
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We make the preliminary remark that since 

(k)/ \ / (k-i)\', \ i- ^k~x\x) - ^ ( / e _ 1 ) ( x o ) 
<p{k)(x0) = (<p{k 1 } ) ( x 0 ) = h m - — — - K-^- , 

7 E3x^x0 X — Xo 

the existence of ^k\xo) presumes that the function ^k~l\x) is defined on 
E, at least near the point xo- Shrinking the closed interval E if necessary, 
we can assume from the outset that the functions (f(x), tp'(x),..., ip^k~l\x), 
where k > 2, are all defined on the whole closed interval E with endpoint XQ. 
Since k > 2, the function ip(x) has a derivative (f'(x) on E, and by hypothesis 

(¥,')
/(^o) = --- = (v')(fc-1)M = 0. 

Therefore, by the induction assumption, 

ip'(x) = o((x — xo)^ -1) as x —> xo, x G E . 

Then, using Lagrange's theorem, we obtain 

(p(x) = (p(x) - (p(x0) = <p'{£){x - x0) = «(£)(£ - xo^'^ix - xo) , 

where £ lies between xo and x, that is, |£ — xo\ < \x — xo|, and a(£) —> 0 as 
£ —y xo, £ G # . Hence as x —>• xo, x G 15, we have simultaneously £ —>• xo, 
£ G JE7, and a(£) ->- 0. Since 

|^(x)| < |a(OI |x - x o l ^ V - x0 | , 

we have verified that 

ip(x) = o((x — xo)k) as x —)• xo, x G JK . 

Thus, the assertion of Lemma 2 has been verified by mathematical induc­
tion. D 

Relation (5.77) is called the local Taylor formula since the form of the 
remainder term given in it (the so-called Peano form) 

rn(x0 ; x) = o((x - x0)n) , (5.78) 

makes it possible to draw inferences only about the asymptotic nature of 
the connection between the Taylor polynomial and the function as x —> xo, 
xeE. 

Formula (5.77) is therefore convenient in computing limits and describing 
the asymptotic behavior of a function as x —> xo, x G E, but it cannot help 
with the approximate computation of the values of the function until some 
actual estimate of the quantity rn(xo; x) = o((x — xo)n) is available. 
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Let us now summarize our results. We have defined the Taylor polynomial 

Pn(X0-,x) = / ( S o ) + ^ - ( X ~ So) + • • • + ^ ~ r ^ ( * - * 0 ) n , 

written the Taylor formula 

f{x) = / (so) + f-^rix - so) + • • • + ^-^-(x - x0)
n + r n ( s 0 ; s ) , 

and obtained the following very important specific form of it: 
If f has a derivative of order n + 1 on the open interval with endpoints 

XQ and x, then 

fix) = / (so) + ^ 1 (s - so) + • • • + ^ ^ - ( x - so)" + 

where £ is a point between xo and x. 
Iff has derivatives of orders up to n> 1 inclusive at the point xo, then 

fix) = f(Xo)+l^(x-Xo)+...+l^^l(x-xor+o((x-xo)n) . (5.80) 

Relation (5.79), called Taylor's formula with the Lagrange form of the 
remainder, is obviously a generalization of Lagrange's mean-value theorem, 
to which it reduces when n = 0. 

Relation (5.80), called Taylor's formula with the Peano form of the re­
mainder, is obviously a generalization of the definition of differentiability of 
a function at a point, to which it reduces when n = 1. 

We remark that formula (5.79) is nearly always the more substantive of 
the two. For, on the one hand, as we have seen, it enables us to estimate 
the absolute magnitude of the remainder term. On the other hand, when, for 
example, f^n+l\x) is bounded in a neighborhood of xo, it also implies the 
asymptotic formula 

fix) = / (so) + f-^-ix - s0) + • • • + ^-^-(x - so)" + 0{ix - x0)
n+1) . 

(5.81) 
Thus for infinitely differentiable functions, with which classical analysis deals 
in the overwhelming majority of cases, formula (5.79) contains the local for­
mula (5.80). 

In particular, on the basis of (5.81) and Examples 3-10 just studied, we 
can now write the following table of asymptotic formulas as x —> 0: 
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e* = 1 + I x + ^x2 + • • • + -xn + 0(xn+1) , 
1! 2! n! 

— i - \*2 + ^ 4 - • • • + g j > + o(^+a), 
sinx = x - 1 x 3 + ^ - • • • + j ^ ^ + 0 ( x 2 - 3 ) , 

coshx = 1 + l x 2 + l x 4 + • • • + 7 ^ y j * 2 n + 0 (x 2 n + 2 ) , 

sinhx = x + | x 3 + i x 5 + • • • + ^ - l ^ x 2 ^ 1 + 0(x2"+3) , 

ln(l + x) = x - i x 2 + ^x 3 + ^ - ^ x n + 0 ( x n + 1 ) , 
2 3 n 

,., xrv , a a ( a — 1) 2 a ( a — 1) • • • (a — n + 1 ) „ 

(1 + x ) a = 1 + -yx + — ^ — V + • • • + — \ - x n 

+ 0 ( x n + 1 ) . 

Let us now consider a few more examples of the use of Taylor's formula. 
Example 11. We shall write a polynomial that makes it possible to compute 
the values of sin x on the interval — 1 < x < 1 with absolute error at most 
10"3. 

One can take this polynomial to be a Taylor polynomial of suitable degree 
obtained from the expansion of sin x in a neighborhood of xo = 0. Since 

s[nx = x _ 1 3 + 1 5 _ . . . + ( - 1 ) " 2n+l + 0 . x2„+2 + r 2 n + 2 ( 0 ; X ) , 
3! 5! {in + l j ! 

where by Lagrange'sformula 

sin(£+!(2n + 3))^2 n + 3 
r 2 " + 2 ( 0 ; : E ) = ( 2^+3) ! X 

we have, for |x| < 1, 

^ a ( 0 ; s ) | £ ( d h ) ! ' 
But <2n+z)\ < ^ ~ 3 ^or n — ^" Thus the approximation sinx « x — ^ + ^fX5 

has the required precision on the closed interval |x| < 1. 

l 
3 Example 12. We shall show that tanx = x + i x 3 + o(x3) as x —> 0. We have 

tan' x = cos - 2 x , 

tan" x = 2 cos - 3 x sin x , 

tan'" x = 6 cos - 4 x sin2 x + 2 cos - 2 x . 

Thus, tanO = 0, tan' 0 = 1, tan" 0 = 0, tan'" 0 = 2, and the relation now 
follows from the local Taylor formula. 



230 5 Differential Calculus 

Example 13. Let a > 0. Let us study the convergence of the series 
CO 

E In cos -\. For a > 0 we have -^ —> 0 as n —> oo. Let us estimate the 
n=l 
order of a term of the series: 

1 i (, 1 1 / 1 \ \ 1 1 / 1 \ 
In cos — = In 1 — — • —~—h o —r- = —- • —r—h o —̂— . 

n a V 2! n 2 a \n2aJJ 2 n 2 a Vn 2 a / 
Thus we have a series of terms of constant sign whose terms are equivalent 

CO 

to those of the series ^ 2^- Since this last series converges only for a > ~, 
n=l 

when a > 0 the original series converges only for a > | (see Problem 15b) 
below). 

Example 14- Let us show that In cos x = — \x2 — j^x4 — ̂ x 6 + 0(x8) as 
x - > • ( ) . 

This time, instead of computing six successive derivatives, we shall use 
the already-known expansions of cosx as x —> 0 and ln(l + u) as u —> 0: 

In cos x = In ( l - - x 2 + -yx4 - - x 6 + 0(x8)) = ln(l + u) = 

[.u2 + 1^3 + 0 ( ^ 4 ) = ( - ix 2 + ix 4 - ix 6 + 0(x8)) -

- 5 (Wx' ~ 2' SB* + °(I*)) + 5 (" W* + °( l8)) = 

- ^ - S * , - f f i « , + ^ ) -
Example 15. Let us find the values of the first six derivatives of the function 
In cos x at x = 0. 

We have (lncosVx = ~ s"1Jg, and it is therefore clear that the function 
v ' COS X ' 

has derivatives of all orders at 0, since cosO ^ 0. We shall not try to find 
functional expressions for these derivatives, but rather we shall make use 
of the uniqueness of the Taylor polynomial and the result of the preceding 
example. 

If 
/ (x) = Co + c\x H h cnx

n + o{xn) as x —> 0 , 
then 

/(*)(0) 

1 * . 1 
it — - ? 

2 

Ck = tmdf(k)(0) = k\ck 
Jfe! 

Thus, in the present case we obtain 

(Incos)(0) = 0, (lncos)/(0) = 0, (lncos)"(0) = ~ • 2! 

(lncos)<3>(0) = 0, (lncos)W(O) = ~ • 4! , 

(lncos)(5)(0) = 0, (1 ncos )(6)(o) = _ J L . 6 ! . 
45 
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Example 16. Let f(x) be an infinitely differentiable function at the point #o, 
and suppose we know the expansion 

f'(x) = c'Q + c[x + • • • + c'nx
n + 0 ( x n + 1 ) 

of its derivative in a neighborhood of zero. Then, from the uniqueness of the 
Taylor expansion we have 

( / ' ) ( f c ) (0) = fc!c'fe, 

and so /(fe+1)(0) = k\c'k. Thus for the function f(x) itself we have the expan­
sion 

/ (*) = /(0) + § * + ^ x 2 + ••• + J^Jy^n+1 + 0{xn+2), 

or, after simplification, 

f(x) = /(0) + °j-x + ^x2 + • • • + ^ x n + 1 + 0(xn+2) . 

Example 17. Let us find the Taylor expansion of the function f(x) = arctanx 
at 0. 

Since/'(x) = j ^ = (1+x 2 ) " 1 = l - x 2 + x 4 - - • - + ( - l ) n x 2 n + 0 ( x 2 n + 2 ) , 
by the considerations explained in the preceding example, 

1 ~ 1 ^ 3 , l 5 , H T ^ n + 1 , n / 2n+3\ f(x) = /(0) + \x - ^ + ^ - • • • + ^ Y ^ + 1 + 0(x2"+3) , 

that is, 

arctanx = x - \x3 + \x5 - • • • + ^ ^ x 2 n + l + 0(x2n+3) . 
O D ATI ~T~ J. 

Example 18. Similarly, by expanding the function arcsin'x = (1 — x 2 ) - 1 / 2 

by Taylor's formula in a neighborhood of zero, we find successively, 

- K - l - i ) 
2! 

u* + • • • + (l+u)-1/2 = l + -j±u + 

- l ( - l - l ) . . . ( - l - n + l ) - n ^ n^n+1 

n! 
+ 2V 2 ' , v 2 " V + 0(un+1) , 

2 2 2 - 2 ! " 

+ 1 ' 3
2n ( 2

n" ^ + °(^n + 2) • 
1 3 1-3 5 

arcsina; = x + — x J + 22 . 2 ! . 5^ + , " + 
( 2 n - l ) l ! 2 ra+1 , 2n+3) 

+ (2n)! ! (2n+l)* + t A j ' 
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or, after elementary transformations, 

a rcs inz = x + l,x3 + ? i 5 + • • • + [(% ~ ^ ' f x2n+l + 0(x2n+3) . 
3! 5! (2n + l ) ! 

Here (2rc - 1)!! := 1 • 3 • • • (2rc - 1) and (2n)\\ := 2 • 4 • • • (2rc). 

Example 19. We use the results of Examples 5, 12, 17, and 18 and find 

a r c t a n x - s inx _ [x - \x3 + 0 ( x 5 ) ] - [x - ^ x 3 + 0 ( x 5 ) ] 

*-+(> t a n x - arcs inx ae-+o [# + ^ x 3 + 0 ( x 5 ) ] - [x + ^ x 3 + 0 ( x 5 ) ] 

- i x 3 + Q(x 5 ) 

*-»o hx3 + 0 ( x 5 ) 
am-.t!' + °<!')-i. 

5.3 .4 P r o b l e m s a n d Exerc i se s 

1. Choose numbers a and b so that the function f(x) = cos a: — yrffs" is a n in­
finitesimal of highest possible order as x -> 0. 

2. Find Jim x[l - ( - , ) * ] . 

3. Write a Taylor polynomial of ex at zero that makes it possible to compute the 
values of ex on the closed interval — 1 < x < 2 within 10~3. 

4. Let / be a function that is infinitely differentiable at 0. Show that 

a) if / is even, then its Taylor series at 0 contains only even powers of x; 

b) if / is odd, then its Taylor series at 0 contains only odd powers of x. 

5. Show that if / G C ( o o ) [-1,1] and / ( n ) (0) = 0 for n = 0,1, 2 , . . . , and there exists 
a number C such that sup | / ( n ) ( x ) | < n\C for n G N, then / = 0 on [-1,1]. 

- 1 < X < 1 

6. Let / G C(n) (] - 1, if) and sup | / (x ) | < 1. Let mk(I) = inf \f(k)(x)\, where 
^ ' -Kx<l x^1 

I is an interval contained in ] — 1,1[. Show that 
a) if / is partitioned into three successive intervals 7i, /2, and ^3 and \x is the 

length of /2, then 

mk(I) < -\mk-i(Ii) +mfe_i(/3)J ; 

b) if I has length A, then 

2fc(fc+l)/2^.fc 

mk(I) < 
Xk 

c) there exists a number an depending only on n such that if | / ' (0) | > a n , then 
the equation f^n\x) = 0 has at least n — 1 distinct roots in ] — 1,1[. 

H i n t : In part b) use part a) and mathematical induction; in c) use a) and prove 
by induction that there exists a sequence xkl < xk2 < • • • < xkk of points of the 
open interval ] - 1,1[ such that f(k)(xki) • f(k)(xki+1) < 0 for 1 < i < k - 1. 
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7. Show that if a function / is defined and differentiable on an open interval / and 
[a, b] C / , then 

a) the function f'(x) (even if it is not continuous!) assumes on [a, b] all the 
values between / ' ( a ) and f(b) (the theorem of Darboux)13; 

b) if f"(x) also exists in ]a, 6[, then there is a point £ G]a, 6[ such that f'(b) — 
f'(a)=f"(t)(b-a). 

8. A function f(x) may be differentiable on the entire real line, without having a 

continuous derivative f'{x) (see Example 7 in Subsect. 5.1.5). 

a) Show that f'{x) can have only discontinuities of second kind. 

b) Find the flaw in the following "proof" that f'(x) is continuous. 

Proof. Let XQ be an arbitrary point on R and f'(xo) the derivative of / at the point 
XQ. By definition of the derivative and Lagrange's theorem 

f{xo) = Um f(*)-fM = lim m = lim m , 
x-+x0 X — XQ X-+X0 £,-+XQ 

where £ is a point between xo and x and therefore tends to XQ as x -> XQ. D 

9. Let / be twice differentiable on an interval / . Let Mo = sup | / (x) | , M\ = 
xei 

sup | / ' (x ) | and M2 = sup \f"(x)\. Show that 
xei xei 

a) if / = [—a, a], then 

, . M o x2 + o? 

{ Mi < 2y/M0M2 , if the length of J is not less than 2^M0/M2 , 

Mi < y/2M0M2 , if / = R ; 

c) the numbers 2 and y/2 in part b) cannot be replaced by smaller numbers; 

d) if / is differentiable p times on E and the quantities Mo and Mp = 
sup \f(p)(x)\ are finite, then the quantities Mk = sup | / ^ ( a ; ) | , 1 < k < p, are 

also finite and 
Mk < 2fc(p-fc)/2M0

1-fc/pMp
fc/p . 

H i n t : Use Exercises 6b) and 9b) and mathematical induction. 

10. Show that if a function / has derivatives up to order n + 1 inclusive at a point 
xo and /^n+1^(xo) ^ 0, then in the Lagrange form of the remainder in Taylor's 
formula 

rn(x0\ x) = — / ( n ) (xo + 0(x - xo)) (x - x0)
n , 

where 0 < 9 < 1 and the quantity 6 = 6(x) tends to ^ j - as x -> XQ. 

13 G. Darboux (1842-1917) - French mathematician. 
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11 . Let / be a function that is differentiable n times on an interval / . Prove the 
following statements. 

a) If / vanishes at (n + 1) points of / , there exists a point £ G / such that 

/(n)(0 = o. 
b) If xi , X2, . . . , xp are points of the interval / , there exists a unique polynomial 

L(x) (the Lagrange interpolation polynomial) of degree at most (n — 1) such that 
f(xi) = L(xi), £ = 1 , . . . ,n . In addition, for x G / there exists a point £ G / such 
that 

f(X) - L(X) = ( a - a O " - 0 B - S n ) / ( n ) t f ) # 

n! 
c) If x\ < X2 < • • • < xp are points of / and ni, 1 < i < p, are natural numbers 

such that rii + ri2 + • • • + rip = n and f^k\xi) = 0 for 0 < k < ni — 1, then there 
exists a point £ in the closed interval [a?i,:rp] at which / ^ n _ 1 ^ (0 = 0. 

d) There exists a unique polynomial H (x) (the Hermite interpolating polyno­
mial)14 of degree ( n - 1 ) such that f^k\xi) = H^k\xi) for 0 < k < rn-1. Moreover, 
inside the smallest interval containing the points x and Xi, i = 1 , . . . ,p, there is a 
point £ such that 

f{x) = H(X) + ( * - * 0 " 1 " - ( * - * n ) W ' ' / ( n ) ( 0 _ 
n! 

This formula is called the Hermite interpolation formula. The points a;*, i = 
1 , . . . ,p, are called interpolation nodes of multiplicity ni respectively. Special cases 
of the Hermite interpolation formula are the Lagrange interpolation formula, which 
is part b) of this exercise, and Taylor's formula with the Lagrange form of the 
remainder, which results when p = 1, that is, for interpolation with a single node 
of multiplicity n. 

12. Show that 

a) between two real roots of a polynomial P(x) with real coefficients there is a 
root of its derivative P'{x)\ 

b) if the polynomial P(x) has a multiple root, the polynomial P'{x) has the 
same root, but its multiplicity as a root of P'{x) is one less than its multiplicity as 
a root of P(x); 

c) if Q(x) is the greatest common divisor of the polynomials P(x) and P'(x), 
where P'(x) is the derivative of P(x), then the polynomial -J^X has the roots of 
P(x) as its roots, all of them being roots of multiplicity 1. 

13. Show that 

a) any polynomial P(x) admits a representation in the form Co + C\{x — xo) + 
t-cn(x -x0)

n] 

b) there exists a unique polynomial of degree n for which f(x) — P(x) = o((x — 

xo)n) as E 3 x —» xo. Here / is a function defined on a set E and xo is a limit 

point of E. 

Ch. Hermite (1822-1901) - French mathematician who studied problems of anal­
ysis; in particular, he proved that e is transcendental. 
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14. Using induction on &, 1 < &, we define the finite differences of order k of the 
function / at XQ: 

A1f{x0\ hi) := Af(x0] hi) = f(x0 + hi) - / (x 0 ) , 

A2f(x0;huh2) := ^Af(x0;^i»M = 

= ( / (x 0 + hi + fe) - / ( x 0 + fe)) - ( / (x 0 + hi) - / (xo)) = 

= / ( x 0 + /ii + /12) - / ( x 0 + /ii) - / ( x 0 + h2) + / (x 0 ) , 

A /(xo; /ii, • • •, /ifc) := ^ #fc(xo; /ii, • • •, hfc-i) , 

where gk(x) = A1f(x\ hk) = f(x + hk) - / ( x ) . 

a) Let / G C^n~x\a,b] and suppose that f^n\x) exists at least in the open 
interval ]a, 6[. If all the points xo, xo + hi, xo + ^2, xo + /ii + /12, • • •, xo + hi H 1- / in 

lie in [a, b], then inside the smallest closed interval containing all of them there is a 
point £ such that 

Z \ n / ( x 0 ; / l l , . . . , / l n ) = / ( n ) ( 0 ^ 1 - - ^ n . 

b) (Continuation.) If f^n\xo) exists, then the following estimate holds: 

| ^ n / ( x o ; / l l , . . . , / l n ) - / ( n ) ( x o ) / l l - " / l n | < 

< SUp | / ( n ) ( x ) - / ( n ) ( X 0 ) | - | / l l | " - | / l n | . 
xe]a,b[ ' I 

c) (Continuation.) Set Anf(x0; h,..., h) =: Anf(x0] hn). Show that if / ( n ) (*o) 
exists, then 

d) Show by example that the preceding limit may exist even when f^n\xo) does 
not exist. 

H i n t : Consider, for example, A f(0;h ) for the function 

I JU 

/(*) = { x3 sin I , x ^ 0 , 

0 , x = 0 , 

and show that 
l i m ^ / ( 0 ; ^ ) = 0 

h-+0 h2 

15. a) Applying Lagrange's theorem to the function ~ , where a > 0, show that 
the inequality 

1 1 / 1 1 \ 
n 1 + a a \ ( n - l ) a n a / 

holds for n G N and a > 0. 
0 0 

b) Use the result of a) to show that the series ^ ^ converges for 0 > 1. 
n = l n 
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5.4 The Study of Functions Using the Methods 
of Differential Calculus 

5.4.1 Conditions for a Function to be Monotonic 

Proposition 1. The following relations hold between the monotonicity prop­
erties of a function f : E —>> R that is differentiable on an open interval 
]a, b[= E and the sign (positivity) of its derivative f on that interval: 

f'{x) > 0 => / is increasing = > / ' ( # ) > 0 , 
f'(x)>0=>f is nondecreasing => f'(x) > 0 , 
f'(x) = 0 => / = const. => /'(a;) = 0 , 
f'(x) < 0 => / Z5 nonincreasing => /'(a:) < 0 , 
/ ' ( # ) < 0 => / zs decreasing => f'(x) < 0 . 

Proof The left-hand column of implications is already known to us from 
Lagrange's theorem, by virtue of which f{x2) — f{xi) = /'(£)(#2 — #i), where 
Xi,X2 G]a,6[ and £ is a point between #i and #2. It can be seen from this 
formula that for x\ < #2 the difference /(a^) — / (# i ) is positive if and only 
if / '(£) is positive. 

The right-hand column of implications can be obtained immediately from 
the definition of the derivative. Let us show, for example, that if a function 
/ that is differentiable on ]a, b[ is increasing, then f'{x) > 0 on ]a, b[. Indeed, 

J y J h^o h 

If h > 0, then f(x + h) - f(x) > 0; and if h< 0, then f(x + ft) - / (x) < 0. 
Therefore the fraction after the limit sign is positive. 

Consequently, its limit f'{x) is nonnegative, as asserted. • 

Remark 1. It is clear from the example of the function f(x) = x3 that a 
strictly increasing function has a nonnegative derivative, not necessarily one 
that is always positive. In this example, f'(0) = 3x2\x = 0. 

Remark 2. In the expression A => B, as we noted at the appropriate point, 
A is a sufficient condition for B and B a necessary condition for A. Hence, 
one can make the following inferences from Proposition 1. 

A function is constant on an open interval if and only if its derivative is 
identically zero on that interval 

A sufficient condition for a function that is differentiable on an open 
interval to be decreasing on that interval is that its derivative be negative at 
every point of the interval. 

A necessary condition for a function that is differentiable on an open in­
terval to be nonincreasing on that interval is that its derivative be nonpositive 
on the interval 
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Example 1. Let f(x) = x3 - 3x + 2 on R. Then f'(x) = 3x2 - 3 = 3(x2 - 1), 
and since f'(x) < 0 for \x\ < 1 and f'(x) > 0 for \x\ > 1, we can say that the 
function is increasing on the open interval ] — oo, —1[, decreasing on ] — 1,1[, 
and increasing again on ]1, +oo[. 

5.4.2 Conditions for an Interior Extremum of a Function 

Taking account of Fermat's lemma (Lemma 1 of Sect. 5.3), we can state the 
following proposition. 

Proposition 2. (Necessary conditions for an interior extremum). In order 
for a point XQ to be an extremum of a function f : U{XQ) —» R defined on 
a neighborhood U(XQ) of that point, a necessary condition is that one of the 
following two conditions hold: either the function is not differentiable at XQ 
or f'(x0) = 0. 

Simple examples show that these necessary conditions are not sufficient. 

Example 2. Let f{x) = x3 on R. Then f'(0) = 0, but there is no extremum 
at xo = 0. 

Example 3. Let 

{ x for x > 0 , 

2x for x < 0 . 

This function has a bend at 0 and obviously has neither a derivative nor 
an extremum at 0. 

Example 4- Let us find the maximum of f(x) = x2 on the closed interval 
[—2,1]. It is obvious in this case that the maximum will be attained at the 
endpoint —2, but here is a systematic procedure for finding the maximum. We 
find f'{x) = 2x, then we find all points of the open interval ] — 2,1[ at which 
f'{x) = 0. In this case, the only such point is x = 0. The maximum of f{x) 
must be either among the points where f'{x) = 0, or at one of the endpoints, 
about which Proposition 2 is silent. Thus we need to compare /(—2) = 4, 
/(0) = 0, and / ( l ) = 1, from which we conclude that the maximal value of 
f(x) = x2 on the closed interval [—2,1] equals 4 and is assumed at —2, which 
is an endpoint of the interval. 

Using the connection established in Subsect. 5.4.1 between the sign of 
the derivative and the nature of the monotonicity of the function, we arrive 
at the following sufficient conditions for the presence or absence of a local 
extremum at a point. 
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Proposition 3. (Sufficient conditions for an extremum in terms of the first 
derivative). Let f : U(xo) —» R be a function defined on a neighborhood 
U(xo) of the point XQ, which is continuous at the point itself and differentiate 

o o 

in a deleted neighborhood U(xo). Let U~(xo) = {x G U(xo)\x < Xo} and 
U+(x0) = {xe U(x0)\x > xo}. 

Then the following conclusions are valid: 

a) (Vx G CT (x0) (f\x) < 0)) A (Vx G £ + (x 0 ) (f'(x) < 0)) => 
=> (f has no extremum at xo); 

b) (Vx G [T(xo) (f'(x) < 0)) A (Vx G £+(xo) (f'(x) > 0)) => 
==> (xo is a strict local minimum of f); 

c) (Vx G c r ( x 0 ) (f'(x) > 0)) A (Vx G £+(xo) (f'(x) < 0)) =• 
=> (xo is a strict local maximum of f); 

d) (Vx G c r ( x 0 ) (f'(x) > 0)) A (Vx G £+(xo) (/ ;(x) > 0)) => 
=> {f has no extremum at XQ). 

Briefly, but less precisely, one can say that if the derivative changes sign 
in passing through the point, then the point is an extremum, while if the 
derivative does not change sign, the point is not an extremum. 

We remark immediately, however, that these sufficient conditions are not 
necessary for an extremum, as one can verify using the following example. 

Example 5. Let 

{ 2x2 + x2 sin \ for x ^ 0 , 

0 for x = 0 . 

Since x2 < / (x) < 2x2, it is clear that the function has a strict local 
minimum at Xo = 0, but the derivative ff(x) = 4x + 2x sin ^ — cos ^ is not of 
constant sign in any deleted one-sided neighborhood of this point. This same 
example shows the misunderstandings that can arise in connection with the 
abbreviated statement of Proposition 3 just given. 

We now turn to the proof of Proposition 3. 

o 

Proof a) It follows from Proposition 2 that / is strictly decreasing on JJ~(xo). 
Since it is continuous at xo, we have lim /(x) = /(xo), and conse-

U~(xo)3x—>X0 
o 

quently / (x) > /(xo) for x G U~(xo). By the same considerations we have 
o 

/(xo) > / (x) for x G U (xo). Thus the function is strictly decreasing in the 
whole neighborhood U(xo) and Xo is not an extremum. 

b) We conclude to begin with, as in a), that since / (x) is decreasing on 
o o 

U~(xo) and continuous at XQ, we have / (x) > / (XQ) for x G U~(XQ). We 
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o 

conclude from the increasing nature of / on U (%o) that /(xo) < f(x) for 
o 

x G U {XQ). Thus / has a strict local minimum at XQ. 
Statements c) and d) are proved similarly. • 

Proposition 4. (Sufficient conditions for an extremum in terms of higher-
order derivatives). Suppose a function f : U(xo) —» R defined on a neighbor­
hood U{XQ) of XQ has derivatives of order up to n inclusive at xo (n > 1). 

If f'(x0) = . . . = / ( n - 1 } (^o) = 0 and fM(x0) ^ 0, then there is no 
extremum at XQ if n is odd. If n is even, the point XQ is a local extremum, 
in fact a strict local minimum if f^n\xo) > 0 and a strict local maximum if 
/ ( n ) ( * o ) < 0 . 

Proof Using the local Taylor formula 

f{x) - / (x 0 ) = f{n)(x0)(x - x0)
n + a(x)(x - x0)

n , (5.82) 

where a(x) —» 0 as x —» Xo, we shall reason as in the proof of Fermat's lemma. 
We rewrite Eq. (5.82) as 

/ (*) - /(a*) = ( / ( n ) (*o) + «(*)) (^ " ^o)n • (5.83) 

Since f^n\xo) =̂  0 and'a(x) —>> 0 as x —>> xo, the sum f^n\xo) + ce(x) has 
the sign of f^n\xo) when x is sufficiently close to XQ. If n is odd, the factor 
(x — Xo)n changes sign when x passes through xo, and then the sign of the 
right-hand side of Eq. (5.83) also changes sign. Consequently, the left-hand 
side changes sign as well, and so for n = 2k + 1 there is no extremum. 

If n is even, then (x — XQ)71 > 0 for x =£ XQ and hence in some small 
neighborhood of XQ the sign of the difference f(x) — /(xo) is the same as the 
sign of /(n)(x0) , as is clear from Eq. (5.83). D 

Let us now consider some examples. 

Example 6. The law of refraction in geometric optics (SneWs law).15 Accord­
ing to Fermat's principle, the actual trajectory of a light ray between two 
points is such that the ray requires minimum time to pass from one point to 
the other compared with all paths joining the two points. 

It follows from Fermat's principle and the fact that the shortest path 
between two points is a straight line segment having the points as endpoints 
that in a homogeneous and isotropic medium (having identical structure at 
each point and in each direction) light propagates in straight lines. 

Now consider two such media, and suppose that light propagates from 
point A\ to A2, as shown in Fig. 5.10. 

W. Snell (1580-1626) - Dutch astronomer and mathematician. 
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Fig. 5.10. 

If c\ and C2 are the velocities of light in these media, the time required to 
traverse the path is 

t{x) = -Jh\+x2 + -Jh2
2 + (a-x)2. 

C\ v C2 v 

We now find the extremum of the function t(x): 

1 x 1 a — x 
t\x) 

ci y/hl + x2 c2 y/h% + (a - x)2 0, 

which in accordance with the notation of the figure, yields c j^s ina i = 
c2

l sin c*2. 
It is clear from physical considerations, or directly from the form of the 

function t(x), which increases without bound as x —> oo, that the point 
where t'{x) = 0 is an absolute minimum of the continuous function t(x). 
Thus Fermat's principle implies the law of refraction s^na i = £L. 

Jr Jr Jr s i n Q;2 Q2 

Example 7. We shall show that for x > 0 

xa-ax + a-l<0, when 0 < a < 1 , (5.84) 

xa — ax + a — 1 > 0 , when a < 0 or 1 < a . (5.85) 

Proo/. Differentiating the function f(x) = xa — ax + a — 1, we find / ' (#) = 
a ( x a _ 1 — 1) and f'(x) = 0 when x = 1. In passing through the point 1 the 
derivative passes from positive to negative values if 0 < a < 1 and from 
negative to positive values if a < 0 or a > 1. In the first case the point 1 is 
a strict maximum, and in the second case a strict minimum (and, as follows 
from the monotonicity of / on the intervals 0 < x < 1 and 1 < x, not merely 
a local minimum). But / ( l ) = 0 and hence both inequalities (5.84) and (5.85) 
are established. In doing so, we have even shown that both inequalities are 
strict if x 7̂  1. D 

We remark that if x is replaced by 1 + x, we find that (5.84) and (5.85) 
are extensions of Bernoulli's inequality (Sect. 2.2; see also Problem 2 below), 
which we already know for a natural-number exponent a. 
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By elementary algebraic transformations one can obtain a number of clas­
sical inequalities of great importance for analysis from the inequalities just 
proved. We shall now derive these inequalities. 

a. Young's inequalities.16 If a > 0 and b > 0, and the numbers p and q 
such that p =£ 0,1, q =£ 0,1 and ^ + ^ = 1, then 

< -a + -b , ifp>l, (5.86) 
p q 

> -a + -b , ifp<l, (5.87) 
p q 

and equality holds in (5.86) and (5.87) only when a = b. 

Proof. It suffices to set x = | and a = ^ in (5.84) and (5.85), and then 

introduce the notation - = 1 — ^ • 
q p 

b. Holder's inequalities.17 Let xi > 0, yi > 0, i = 1 , . . . , n, and \ + - = 1-
Tften 

£ a w < ( J2 x?) V P ( £ y?) V 9 /or p > 1 , (5.88) 
i = i i = i i = i 

and 

f > w > (X>?) 1 / P (X>f) 1 / 9 /orp < x ' p ^ ° • (5-89) 
i=l i=l i=l 

In the case p < 0 it is assumed in (5.89) that Xi > 0 (i = 1 , . . . , n). Equal­
ity is possible in (5.88) and (5.89) only when the vectors ( # 1 , . . . ,#£) and 
(2/1,.. . , y%) are proportional. 

n 

Proof. Let us verify the inequality (5.88). Let X = J2 x\ > 0 and Y = 

53 2/̂  > 0. Setting a = ^ and 6 = ^ in (5.86), we obtain 
i = l 

Summing these inequalities over i from 1 to n, we obtain 

n 

-*=± < 1 

X i / p y i / 9 - ' 

which is equivalent to relation (5.88). 

16 W. H. Young (1882-1946) - British mathematician. 
17 O. Holder (1859-1937) - German mathematician. 
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We obtain (5.89) similarly from (5.87). Since equality occurs in (5.86) and 
(5.87) only when a = 6, we conclude that it is possible in (5.88) and (5.89) 
only when a proportionality x\ = Xy? or y\ = \x? holds. • 

c. Minkowski 's inequalities.1 8 Let Xi >0, yi >0, i = 1 , . . . , n. Then 

(X>+viY)1/P < ( E *?)1/P + ( E tf)1/P when p >1 > (5-9°) 
i=l i=l i=l 

and 

( E ( x i + 2 / i ) p ) 1 / P > ( E a ; f ) 1 / P + ( E y f ) 1 / P ^ e n p < l , p ^ 0 . (5.91) 
i=l i=l i=l 

Proof. We apply Holder's inequality to the terms on the right-hand side of 
the identity 

n n n 

E(x*+yi)p = E ^te+^)p_1+E »(*«+^)p_1 • 
i=l i=l i = l 

The left-hand side is then bounded from above (for p > 1) or below (for 
p < 1) in accordance with inequalities (5.88) and (5.89) by the quantity 

(E«r(D*+»>')w,+(Etfn£<*+»>'r-
i=l i = l i = l i=l 

/ n v l / 9 

After dividing these inequalities by I J2(xi + 2/i)p) > w e arrive at (5.90) 

and (5.91). 
Knowing the conditions for equality in Holder's inequalities, we verify 

that equality is possible in Minkowski's inequalities only when the vectors 
( # i , . . . , xn) and (2/1,. . . , yn) are collinear. • 

For n = 3 and p = 2, Minkowski's inequality (5.90) is obviously the 
triangle inequality in three-dimensional Euclidean space. 

Example 8. Let us consider another elementary example of the use of higher-
order derivatives to find local extrema. Let f(x) = sinx. Since f'{x) = cosx 
and f"{x) = — sinx, all the points where f'{x) = cosx = 0 are local extrema 
of sin x, since /"(x) = —sin x ^ 0 at these points. Here f"(x) < 0 if sinx > 0 
and f"{x) > 0 if sinx < 0. Thus the points where cosx = 0 and sinx > 0 
are local maxima and those where cosx = 0 and sinx < 0 are local minima 
for sinx (which, of course, was already well-known). 

18 H.Minkowski (1864-1909) - German mathematician who proposed a mathe­
matical model adapted to the special theory of relativity (a space with a sign-
indefinite metric). 
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5.4.3 Conditions for a Function to be Convex 

Definition 1. A function / :]a, b[—> R defined on an open interval ]a, 6[c 
is convex if the inequalities 

f(aixi + a2x2) < aif(xi) + a2f(x2) (5.92) 

hold for any points X\,x2 €]a,b[ and any numbers a\ > 0, a2 > 0 such that 
&i + oc2 = 1. If this inequality is strict whenever x\ ^ x2 and OL\OL2 ^ 0, the 
function is strictly convex on ]a, b[. 

Geometrically, condition (5.92) for convexity of a function / :]a, &[-» R 
means that the points of any arc of the graph of the function lie below the 
chord subtended by the arc (see Fig. 5.11). 

(x2J(x2))j 
(aixi + a2:r2, aif(xi) + 0:2/(0:2)) 

( x i , / ( x i ) ) 

X\ X = OL\X\ + 0 2 ^ 2 X2 

Fig. 5.11. 

In fact, the left-hand side of (5.92) contains the value f(x) of the function 
at the point x = a\X\ + a2x2 G [£i,£2] a n d the right-hand side contains 
the value at the same point of the linear function whose (straight-line) graph 
passes through the points (x i , / (x i ) ) and (x2,f(x2)). 

Relation (5.92) means that the set E = {(#, y) G R2 | x e]a, b[, f(x) < y} 
of the points of the plane lying above the graph of the function is convex; 
hence the term "convex", as applied to the function itself. 

Definition 2. If the opposite inequality holds for a function / :]a, b[—> R, 
that function is said to be concave on the interval ]a, 6[, or, more often, convex 
upward in the interval, as opposed to a convex function, which is then said 
to be convex downward on ]a, b[. 

Since all our subsequent constructions are carried out in the same way 
for a function that is convex downward or convex upward, we shall limit 
ourselves to functions that are convex downward. 

We first give a new form to the inequality (5.92), better adapted for our 
purposes. 
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In the relations x = a\X\ + a2x2, OL\ + OL2 = 1? we have 

X2 — x x — x\ 
OL\ = , a2 x2 - xi x2- xi 

so that (5.92) can be rewritten as 

#2 — Xi X2 — #1 

Taking account of the inequalities X\ < x < x2 and x\ < x2, we multiply by 
x2 — x\ and obtain 

(x2 - x)f(x1) + (xi - x2)f(x) + (x- xi)f(x2) > 0 . 

Remarking that x2 — X\ = (x2 — x) + (x — X\) we obtain from the last 
inequality, after elementary transformations, 

/(*)-/(*!) < f(x2)-f(x) 
X — X\ ~ X2 — X 

for x\ < x < x2 and any #i, x2 £]a, b[. 
Inequality (5.93) is another way of writing the definition of convexity of 

the function f(x) on an open interval ]a, b[. Geometrically, (5.93) means (see 
Fig. 5.11) that the slope of the chord I joining (#i, f(x\)) to (x, /(#)) is not 
larger than (and in the case of strict convexity is less than) the slope of the 
chord II joining (x,f(x)) to (x2,f(x2)). 

Now let us assume that the function / :]a, b[—> R is differentiate on ]a, b[. 
Then, letting x in (5.93) tend first to #i, then to x2, we obtain 

f(Xl) < IM^IM < f{X2), 
x2 - xi 

which establishes that the derivative of / is monotonic. 
Taking this fact into account, for a strictly convex function we find, using 

Lagrange's theorem, that 

/'(a.) < f&) = m-f
T

{Xl) < ̂ ^ = /'(6) < fix,) 
X — X\ X2 — X 

for x\ < £i < x < £2 < #2? that is, strict convexity implies that the derivative 
is strictly monotonic. 

Thus, if a differentiable function / is convex on an open interval ]a, 6[, 
then / ' is nondecreasing on ]a, 6[; and in the case when / is strictly convex, 
its derivative / ' is increasing on ]a, b[. 

These conditions turn out to be not only necessary, but also sufficient for 
convexity of a differentiable function. 



5.4 Differential Calculus Used to Study Functions 245 

In fact, tor a < Xi < x < X2 < b, by Lagrange's theorem 

f(x)-f(x1) , f(x2) - f(x) , 
~—Z = J v?i) > 1 z = / vW , 
X — X\ X2 — X 

where X\ < £1 < x < £2 < #2; and if / ' (£i) < / ' f e )? then condition (5.93) 
for convexity holds (with strict convexity if / ' (£i) < /'C&))-

We have thus proved the following proposition. 

Proposition 5. A necessary and sufficient condition for a function f : 
]a, b[—¥ R that is differentiable on the open interval ]a, b[ to be convex (down­
ward) on that interval is that its derivative f be nondecreasing on]a,b[. A 
strictly increasing f corresponds to a strictly convex function. 

Comparing Proposition 5 with Proposition 3, we obtain the following 
corollary. 

Corollary. A necessary and sufficient condition for a function f :]a, b[—¥ R 
having a second derivative on the open interval ]a, b[ to be convex (downward) 
on]a,b[ is that f"(x) > 0 on that interval. The condition f"{x) > 0 on]a,b[ 
is sufficient to guarantee that f is strictly convex. 

We are now in a position to explain, for example, why the graphs of 
the simplest elementary functions are drawn with one form of convexity or 
another. 

Example 9. Let us study the convexity of f(x) = xa on the set x > 0. Since 
f"{x) = a(a— l )x a~ 2 , we have f"(x) > 0 for a < 0 or a > 1, that is, for these 
values of the exponent a the power function xa is strictly convex (downward). 
For 0 < a < 1 we have f"{x) < 0, so that for these exponents it is strictly 
convex upward. For example, we always draw the parabola f{x) = x2 as 
convex downward. The other cases a = 0 and a = 1 are trivial: x° = 1 and 
x1 = x. In both of these cases the graph of the function is a ray (see Fig. 5.18 
on p. 253). 

Example 10. Let f(x) = ax, 0 < a, a =£ 1. Since f"{x) = axln2a > 0, the 
exponential function ax is strictly convex (downward) on R for any allowable 
value of the base a (see Fig. 5.12). 

Example 11. For the function f(x) = logtt x we have f"{x) = -x2
l
lna, so that 

the function is strictly convex (downward) if 0 < a < 1, and strictly convex 
upward if 1 < a (see Fig. 5.13). 

Example 12. Let us study the convexity of f(x) = sinx (see Fig. 5.14). 
Since f"{x) = — sinx, we have f"{x) < 0 on the intervals IT • 2k < x < 

n(2k + 1) and f"{x) > 0 on 7r(2k - 1) < x < IT • 2k, where k G Z. It 
follows from this, for example, that the arc of the graph of sin x on the closed 
interval 0 < x < \ lies above the chord it subtends everywhere except at the 
endpoints; therefore sinx > ^x for 0 < x < f. 
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a > 1 

y = a~ 

0 < a < 1 

0 

Fig. 5.12. 

y = l Q g a x 

Fig. 5.13. 

Fig. 5.14. 

We now point out another characteristic of a convex function, geometri­
cally equivalent to the statement that a convex region of the plane lies entirely 
on one side of a tangent line to its boundary. 

Proposition 6. A function f :]a, b[—> R that is differentiate on the open 
interval ]a, b[ is convex (downward) on ]a, b[ if and only if its graph contains 
no points below any tangent drawn to it. In that case, a necessary and suffi­
cient condition for strict convexity is that all points of the graph except the 
point of tangency lie strictly above the tangent line. 

Proof. N e c e s s i t y . Let XQ £]a,b[. The equation of the tangent line to the 

graph at (#o,/(#())) n a s ^ n e f ° r m 

y = f(x0) + f (x0)(x - XQ) , 

so that 

f{x) - y(x) = f(x) - f(x0) - f'(x0)(x - a*) = (/'(£) - f'(x0))(x - x0) , 

where £ is a point between x and XQ. Since / is convex, the function f'{x) is 
nondecreasing on ]a,b[ and so the sign of the difference f(£) — f'(xo) is the 
same as the sign of the difference x — XQ. Therefore f(x) — y(x) > 0 at each 
point x E]a, &[. If / is strictly convex, then / ' is strictly increasing on ]a,b[ 
and so f(x) — y(x) > 0 for x £]a, b[ and x =£ XQ. 
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Suf f i c i ency . If the inequality 

f{x) - y(x) = f{x) - f(x0) - f'(x0)(x - x0) > 0 (5.94) 

holds for any points x, XQ e]a, &[, then 

/ ( * ) - / ( * o ) , forx<x 

X — Xo 

f(x) - /(xo) 
X — XQ 

> f(xo) for XQ < x . 

Thus, for any triple of points Xi,x,X2 G]a, 6[ such that X\ < x < #2 we 
obtain 

/ ( g ) - / ( g i ) < / ( g a ) - / ( g ) 
X — X\ ~ X2 — X 

and strict inequality in (5.94) implies strict inequality in this last relation, 
which, as we see, is the same as the definition (5.93) for convexity of a func­
tion. • 

Let us now consider some examples. 

Example 13. The function f{x) = ex is strictly convex. The straight line 
y = x + 1 is tangent to the graph of this function at (0,1), since /(0) = e° = 1 
and / '(0) = e X |x =o = 1- By Proposition 6 we conclude that for any x G R 

ex > 1 + x , 

and this inequality is strict for x =£ 0. 

Example 14- Similarly, using the strict upward convexity of lnx, one can 
verify that the inequality 

In x < x — 1 

holds for x > 0, the inequality being strict for x =£ 1. 

In constructing the graphs of functions, it is useful to distinguish the 
points of inflection of a graph. 

Definition 3. Let / : U{XQ) —> R be a function defined and differentiable on 
a neighborhood U{XQ) of XQ G R. If the function is convex downward (resp. 

o 

upward) on the set U~{XQ) = {x G U{XQ)\X < XQ) and convex upward (resp. 

downward) on £P~(#o) = {x £ U(xo)\x > #o}, then (#o,/(#())) ls caUed a 
point of inflection of the graph. 

Thus when we pass through a point of inflection, the direction of convexity 
of the graph changes. This means, in particular, that at the point (#o, f(xo)) 
the graph of the function passes from one side of the tangent line to the other. 
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An analytic criterion for the abscissa xo of a point of inflection is easy to 
surmise, if we compare Proposition 5 with Proposition 3. To be specific, one 
can say that if / is twice differentiable at #o, then since f'{x) has either a 
maximum or a minimum at #o, we must have /"(xo) = 0. 

Now if the second derivative f"{x) is defined on U{XQ) and has one sign 
o o 

everywhere on f/~(xo) and the opposite sign everywhere on U (%o)i this 
o o 

is sufficient for f'(x) to be monotonic in f/~(xo) and monotonic in U (%o) 
but with the opposite monotonicity. By Proposition 5, a change in the di­
rection of convexity occurs at (xo,/(xo)), and so that point is a point of 
inflection. 

Example 15. When considering the function f(x) = sinx in Example 12 we 
found the regions of convexity and concavity for its graph. We shall now 
show that the points of the graph with abscissas x = 7rfc, k G Z, are points 
of inflection. 

Indeed, f"{x) = — sinx, so that f"(x) = 0 at x = irk, k G Z. Moreover, 
f"{x) changes sign as we pass through these points, which is a sufficient 
condition for a point of inflection (see Fig. 5.14 on p. 246). 

Example 16. It should not be thought that the passing of a curve from one 
side of its tangent line to the other at a point is a sufficient condition for the 
point to be a point of inflection. It may, after all, happen that the curve does 
not have any constant convexity on either a left- or a right-hand neighborhood 
of the point. An example is easy to construct, by improving Example 5, which 
was given for just this purpose. 

Let 

{ 2x3 + x3 sin 4j for x ^ 0 , 

0 for x = 0 . 

Then x3 < f(x) < 3x3 for 0 < x and 3x3 < f(x) < x3 for x < 0, so 
that the graph of this function is tangent to the x-axis at x = 0 and passes 
from the lower half-plane to the upper at that point. At the same time, the 
derivative of f(x) 

{ 6x2 + 3x2 sin 4j - 2 cos ^ for x ^ 0 , 

0 for x = 0 
is not monotonic in any one-sided neighborhood of x = 0. 

In conclusion, we return again to the definition (5.92) of a convex function 
and prove the following proposition. 

Proposition 7. (Jensen's inequality).19 / / / :]a, b[—> R is a convex function, 
points o/]a,b[, and a i , . . . , a n are nonnegative numbers such 

J.L.Jensen (1859-1925) - Danish mathematician. 
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that a\-\ h an = 1, then 

f(a1x1 + h anxn) < a i / ( x i ) + • • • + anf(xn) . (5.95) 

Proof. For n = 2, condition (5.95) is the same as the definition (5.92) of a 
convex function. 

We shall now show that if (5.95) is valid for n = m — 1, it is also valid for 
n = m. 

For the sake of definiteness, assume that an ^ 0 in the set c*i,..., an. 
Then /3 = a2 H h an > 0 and ^f H h ^ = 1. Using the convexity of 
the function, we find 

/ ( a i x i + \-anxn) = f( a ix i + P[~wx2 + • • • + ~^xn) J < 

< ai/(a?i) + pfy-jx2 + • • • + - y ^ n ) , 

since c*i + /? = 1 and (^xi H h ^f #n) ^ K 6[. 
By the induction hypothesis, we now have 

f(OL2 . . Oin \ a2 f( v c* n 

/(̂ -g"2* + • • • + y^nj < -g-/(a?2) + • • • + -jf(xn) . 

Consequently 

/ ( a i x i + h a n x n ) < aif(xi) + t3fy-jx2 + h - ^ n j < 
< ai/(a?i) + a2f(x2) + h anf(xn) . 

By induction we now conclude that (5.95) holds for any n G N. (For n = 1, 
relation (5.95) is trivial.) D 

We remark that, as the proof shows, a strict Jensen's inequality corre­
sponds to strict convexity, that is, if the numbers a i , . . . , a n are nonzero, 
then equality holds in (5.95) if and only if X\ — • — *£n* 

For a function that is convex upward, of course, the opposite relation to 
inequality (5.95) is obtained: 

f(a1x1 + h anxn) > a i / ( x i ) + • • • + anf(xn) . (5.96) 

Example 17. The function f(x) = \nx is strictly convex upward on the set 
of positive numbers, and so by (5.96) 

c*i lnxi H h a n l n x n < ln(aiXi H \- OLnxn) 

or, 
XT ' ' ' xnn < a l x l H 1" a n#n (5.97) 

n 
for x̂  > 0, ai > 0, i = 1 , . . . , n, and ]P a^ = 1. 
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In particular, if a\ = • • • = an = ^, we obtain the classical inequality 

^ / i — — < Xl + ^ + X n ( 5 > 9 8 ) 

between the geometric and arithmetic means of n nonnegative numbers. 
Equality holds in (5.98), as noted above, only when x\ = x<i = • • • = xn. 

the known equality (5.86). 
If we set n = 2, QL\ = ^, c*2 = - , x\ = a, X2 = b in (5.97), we again obtain 

Example 18. Let f(x) = xp, x > 0, p > 1. Since such a function is convex, 
we have 

n n 

n v - 1 
Setting g = -^- , oti = bqA J2 bq) , and x» = a*&. 1 / ( P i 1} ]£ 6? here, we 

obtain Holder's inequality (5.88): 

n n .. i n . , 

i=l i=l i=l 

where ^ + ^ = 1 and p > 1. 
For p < 1 the function / (#) = xp is convex upward, and so analogous 

reasoning can be carried out in Holder's other inequality (5.89). 

5.4.4 L'Hopital's Rule 

We now pause to discuss a special, but very useful device for finding the limit 
of a ratio of functions, known as l'Hopital's rule.20 

Proposition 8. (l'Hopital's rule). Suppose the functions f :]a, 6[—> E and 
g :]a,6[—> E are differentiable on the open interval]a,b[ (— oo < a < b < +00J 
with gf(x) ^ 0 on ]a, b[ and 

fix) 
^ - f -^Aasx-^a + 0 (-00 < ,4 < +00) . 
9'{x) 

Then 

^4-4 -+Aasx-+a + 0 

20 G. F. de l'Hopital (1661-1704) - French mathematician, a capable student of J o 
hann Bernoulli, a marquis for whom the latter wrote the first textbook of analysis 
in the years 1691-1692. The portion of this textbook devoted to differential cal­
culus was published in slightly altered form by l'Hopital under his own name. 
Thus "l'Hopital's rule" is really due to Johann Bernoulli. 
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in each of the following two cases: 

1° (/(x) -¥ 0) A (g(x) -+ 0) as x -¥ a + 0, 
or 

2° g(x) —>> oo as x -> a + 0. 
4̂ similar assertion holds as x -» 6 — 0. 

L'Hopital's rule can be stated succinctly, but not quite accurately, as 
follows. The limit of a ratio of functions equals the limit of the ratio of their 
derivatives if the latter exists. 

Proof If g'(x) ^ 0, we conclude on the basis of Rolle's theorem that g(x) is 
strictly monotonic on ]a, b[. Hence, shrinking the interval ]a,b[ if necessary 
by shifting toward the endpoint a, we can assume that g(x) ^ 0 on ]a, b[. By 
Cauchy's theorem, for x, y e]a, b[ there exists a point £ e]a, b[ such that 

f(x)-f(y) = f(Q 
9(x)-g(y) g'(0 ' 

Let us rewrite this equality in a form convenient for us at this point: 

fix) f(y) f'{Q( g(y)\ 
g(x) g(x) + g>(0\ g(x)J ' 

As x -> a + 0, we shall make y tend to a + 0 in such a way that 

4 ^ 0 a n d 44-+0. 

This is obviously possible under each of the two hypotheses 1° and 2° that 
we are considering. Since £ lies between x and y, we also have £ —> a + 0. 
Hence the right-hand side of the last inequality (and therefore the left-hand 
side also) tends to A D 

Example 19. lim ^ = lim ^ p = 1. 

This example should not be looked on as a new, independent proof of 
the relation ^ p -> 1 as x -» 0. The fact is that in deriving the relation 
sin' x = cosx we already made use of the limit just calculated. 

We always verify the legitimacy of applying FHopitaTs rule after we find 
the limit of the ratio of the derivatives. In doing so, one must not forget to 
verify condition 1° or 2°. The importance of these conditions can be seen in 
the following example. 

Example 20. Let f(x) = cosx, g(x) = sinx. Then f'(x) = — sinx, g'(x) = 

cosx, and j±Q -» +oo as x -» +0, while 4 T | J -» 0 as x -» +0. 
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Example 21. 

lim 
lnx 

lim (£) lim 
x-»+oo xa x->+oo axa~1 x-»+oo axa 0 for a > 0 

Example 22. 

ax , a - l 
lim — = lim 

x->+oo ax x->+oo ax In a 
= • • • = lim 

x—>+oo 

a(a — 1) • • • (a — n + l)x° 
= 0 

ax(\na)n 

for a > 1, since for n > a and a > 1 it is obvious that —^ > 0 if x —>> +oo. 

We remark that this entire chain of equalities was hypothetical until we 
arrived at an expression whose limit we could find. 

5.4.5 Constructing the Graph of a Function 

A graphical representation is often used to gain a visualizable description of 
a function. As a rule, such a representation is useful in discussing qualitative 
questions about the behavior of the function being studied. 

For precise computations graphs are used more rarely. In this connection 
what is important is not so much a scrupulous reproduction of the function in 
the form of a graph as the construction of a sketch of the graph of the function 
that correctly reflects the main elements of its behavior. In this subsection 
we shall study some general devices that are encountered in constructing a 
sketch of the graph of a function. 

a. Graphs of the Elementary Functions We recall first of all what the 
graphs of the main elementary functions look like. A complete mastery of 
these is needed for what follows (Figs. 5.12-5.18). 

y 
i 
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! 2 

" 1 ! / 
/ 
[___ 

7T 

\y = arccos x 

\ 1 \ f 

/w 
/ v 

0 1 x 

] y = arcsin x 

2 

Fig. 5.15. Fig. 5.16. 
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TT/2 
0 

%^ 
y = arccot x 

y=aicta,nx 

-TT/21 

Fig. 5.17. 

b. Examples of Sketches of Graphs of Functions (Without Appli­
cation of the Differential Calculus) Let us now consider some examples 
in which a sketch of the graph of a function can be easily constructed if we 
know the graphs and properties of the simplest elementary functions. 

Example 23. Let us construct a sketch of the graph of the function 

h = \ogx2_zx_22 . 

Taking account of the relation 

V = log,, 
1 

-3x+2 l 
log2 (x

2 - 3x + 2) log2 (x - 1) (x - 2) ' 

we construct successively the graph of the quadratic trinomial y\ = x2—3x+2, 
then y2 = log2y1(x), and then y = ^ - y (Fig. 5.19). 

The shape of this graph could have been "guessed" in a different way: 
by first determining the domain of definition of the function loga.2_33._f_2 2 = 
(log2(x2 — 3x + 2)) , then finding the behavior of the function under ap­
proach to the boundary points of the domain of definition and on intervals 
whose endpoints are the boundary points of the domain of definition, and 
finally drawing a "smooth curve" taking account of the behavior thus deter­
mined at the ends of the interval. 

Example 24- The construction of a sketch of the graph of the function 

y = sin(x2) 

can be seen in Fig. 5.20. 
We have constructed this graph using certain characteristic points for this 

function, the points where sin(x2) = — 1, sin(x2) = 0, or sin(x2) = 1. Between 
two adjacent points of this type the function is monotonic. The form of the 
graph near the point x = 0, y = 0 is determined by the fact that sin(x2) ~ x2 

as x —>> 0. Moreover, it is useful to note that this function is even. 

http://loga.2_33._f_2
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|2/i 

( yi = x2 - 3x + 2 

j/2 = log2 j / i(x) 

Fig. 5.19. Fig. 5.20. 

Since we will be speaking only of sketches rather than a precise con­
struction of the graph of a function, let us agree for the sake of brevity to 
understand that "constructing the graph of a function" is equivalent to "con­
structing a sketch of the graph of the function". 

Example 25. Let us construct the graph of the function 

y = x + arctan(x3 — 1) 

(Fig. 5.21). As x —> —oo the graph is well approximated by the line y 
while for x —> +oo it is approximated by y = x + ~ 

— x 2 , 
2' 

We now introduce a useful concept. 

Definition 4. The line CQ + C\X is called an asymptote of the graph of the 
function y = f(x) as x —> —oo (or x —> +oo) if f(x) — (co + c\x) = o(l) as 
x —> —oo (or x —> +oo). 

Thus in the present example the graph has the asymptote y = x — ^ as 
x -> —oo and y = x + | asx—>> +oo. 

If | / (x) | -> oo as x —> a — 0 (or as x —> a + 0) it is clear that the graph of 
the function will move ever closer to the vertical line x = a as x approaches 
a. We call this line a vertical asymptote of the graph, in contrast to the 
asymptotes introduced in Definition 4, which are always oblique. 

Thus, the graph in Example 23 (see Fig. 5.19) has two vertical asymptotes 
and one horizontal asymptote (the same asymptote as x —> — oo and as 
x —> +oo). 
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J~.il ^3_~ a r c t a n 2/2 (x) 
K 

' 2 

y = yz (x) + yz(x) 

Fig. 5.21. 

It obviously follows from Definition 4 that 

d = lim fM , 
x—> — oo x 

Co = lim (/(#) - ax) . 
x-»-oo v 7 

In general, if f(x) — (co + c\x -\ \- cnx
n) = o(l) as x —> —oo, then 

cn = lim 
x->—oo ^ 

cn_i = hm JK >i 

Co lim (/(#) - [c\x H h cnxn)) 

http://J~.il
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These relations, written out here for the case x —> — oo, are of course 
also valid in the case x —> +00 and can be used to describe the asymptotic 
behavior of the graph of a function f(x) using the graph of the corresponding 
algebraic polynomial C\ + C\X + V cnx

n. 

Example 26. Let (p, (p) be polar coordinates in the plane and suppose a point 
is moving in the plane in such a way that 

/ \ —t ft 

p = p(t) = 1 — e cos —t, 
/ \ —t . ft 

(p = (p(t) = 1 — e sin — t 

at time t (t>0). Draw the trajectory of the point. 
In order to do this, we first draw the graphs of p(t) and <p(t) (Figs. 5.22a 

and 5.22b). 
Then, looking simultaneously at both of the graphs just constructed, we 

can describe the general form of the trajectory of the point (Fig. 5.22c). 

3 t 
b. 

Fig. 5.22. 

c. The Use of Differential Calculus in Constructing the Graph of a 
Function As we have seen, the graphs of many functions can be drawn in 
their general features without going beyond the most elementary considera­
tions. However, if we want to make the sketch more precise, we can use the 
machinery of differential calculus in cases where the derivative of the function 
being studied is not too complicated. We shall illustrate this using examples. 

Example 27. Construct the graph of the function y = f(x) when 

f(x) = \x + 2\e-1'x . 
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b. 

Fig. 5.23. 

The function / (x) is denned for x G R \ 0. Since e 1//x -* 1 as x —>> oo, it 
follows that 

{ —(x + 2) as x -* —oo , 

(x + 2) as x —» +oo . 

Next, it is obvious that |x+2 |e _ 1 / x —> +oo as x —* —0, and |x+2 |e _ 1 / x —» 
0 as x -> +0. Finally, it is clear that / (x) > 0 and / ( - 2 ) = 0. On the 
basis of these observations, one can already make a first draft of the graph 
(Fig. 5.23a). 

Let us now see for certain whether this function is monotonic on the 
intervals ] — oo, —2[, [—2,0[, and ]0, +oo[, whether it really does have these 
asymptotics, and whether the convexity of the graph is correctly shown. 

Since 
_^!± |±2 e - l /x i f x < _ 2 

/'(*) 
^ f i ^ e " 1 / * , if - 2 < x and x ^ 0 , 

and / ' (x) 7̂  0, we can form the following table: 

Interval ] - oo, -2[ ] - 2,0[ ]0, +oo[ 

Sign of f{x) - + + 
Behavior of f(x) +oo \ 0 0 /* +oo 0 /* +oo 

On the regions of constant sign of the derivative, as we know, the function 
exhibits the corresponding monotonicity. In the bottom row of the table the 
symbol +oo \ 0 denotes a monotonic decrease in the values of the function 
from +oo to 0, and 0 /* +oo denotes monotonic increase from 0 to +oo. 

We observe that f[x) -> - 4 e ~ 1 / 2 as x ->> - 2 - 0 and f[x) -* 4e - 1 / 2 as 
x —> — 2 + 0, so that the point (—2,0) must be a cusp in the graph (a bend of 
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the same type as in the graph of the function |x|), and not a regular point, as 
depicted in Fig. 5.23a). Next, f'(x) —> 0 as x -» +0, so that the graph should 
emanate from the origin tangentially to the x-axis (remember the geometric 
meaning of / '(#)!). 

We now make the asymptotics of the function as x —> — oo and x —> +oo 
more precise. 

Since e - 1 / x = 1 — x _ 1 + o{x~1) as x —> oo, it follows that 

{ —x — 1 + o(l) as x —> —oo , 

x + 1 + o(l) as x -» +oo , 

so that in fact the oblique asymptotes of the graph are y = — x—1 as x -» —oo 
and y = x + lasx—>> +oo. 

Prom these data we can already construct a quite reliable sketch of the 
graph, but we shall go further and find the regions of convexity of the graph 
by computing the second derivative: 

/"(*) = { 
• ^ e - 1 / M f x < - 2 1 

-P-e-1'* , if - 2 < x and x ^ 0 , 
X* 

Since f"(x) = 0 only at x = 2/3, we have the following table: 

Interval ] - oo,-2[ ] -2 ,0[ ]0,2/3[ ]2/3,+oo[ 

Sign of/"(x) - + + -
Convexity of f(x) Upward Downward Downward Upward 

Since the function is differentiable at x = 2/3 and f"(x) changes sign as 
x passes through that point, the point (2/3, /(2/3)) is a point of inflection 
of the graph. 

Incidentally, if the derivative f'(x) had had a zero, it would have been 
possible to judge using the table of values of f'(x) whether the corresponding 
point was an extremum. In this case, however, f'(x) has no zeros, even though 
the function has a local minimum at x = —2. It is continuous at that point 
and f'(x) changes from negative to positive as x passes through that point. 
Still, the fact that the function has a minimum at x = — 2 can be seen just 
from the description of the variation of values of f(x) on the corresponding 
intervals, taking into account, of course, the relation /(—2) = 0. 

We can now draw a more precise sketch of the graph of this function 
(Fig. 5.23b). 

We conclude with one more example. 
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Example 28. Let (x, y) be Cartesian coordinates in the plane and suppose a 
moving point has coordinates 

x = 1-t2 ' y 
t-2t3 

at time t (t>0). Describe the trajectory of the point. 
We begin by sketching the graphs of each of the two coordinate functions 

x = x(t) and y = y(t) (Figs. 5.24a and 5.24b). 
The second of these graphs is somewhat more interesting than the first, 

and so we shall desribe how to construct it. 
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Fig. 5.24. 
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We can see the behavior of the function y = y(t) as t -» +0, t —> 1 — 0, 
t —> 1 + 0, and the asymptote y(t) = 2t + o(l) as t —> +oo immediately from 
the form of the analytic expression for y(t). 

After computing the derivative 

m = 1 - 5t2 + 2t4 

( l - * 2 ) 2 

we find its zeros: t\ ^ 0.5 and £2 ~ 1-5 in the region t > 0. 
Then, by compiling the table 

Interval ]0,*i[ ]*i,l[ ]1,*2[ ]*2,+oo[ 
Signofy(i) + - - + 
Behavior of y(t) 0/* y(ti) y{t\) \ -co +oo \ y(£2) y ^ ) / * + o o 

we find the regions of monotonicity and the local extreme values y(t\) ^ | 
(a maximum) and 2/(̂ 2) ~ 4 (a minimum). 

Now, by studying both graphs x = x(t) and y = y(t) simultaneously, we 
make a sketch of the trajectory of the point in the plane (Fig. 5.24c). 

This sketch can be made more precise. For example, one can determine 
the asymptotics of the trajectory. 

Since lim | S - = — 1 and lim (y(t) + x(t)) = 2, the line y = — x + 2 is an 

asymptote for both ends of the trajectory, corresponding to t approaching 1. 
It is also clear that the line x = 0 is a vertical asymptote for the portion of 
the trajectory corresponding to t -+ +oo. 

We find next 
, yt 1 - 5*2 + 2t4 

Vx xt 1 + *2 ' 

As one can easily see, the function 1~^T^2tA decreases monotonically from 1 
to —1 as u increases from 0 to 1 and increases from — 1 to +oo as u increases 
from 1 to +oo. 

From the monotonic nature of yf
x, one can draw conclusions about the 

convexity of the trajectory on the corresponding regions. Taking account of 
what has just been said, one can construct the following, more precise sketch 
of the trajectory of the point (Fig. 5.24d). 

If we had considered the trajectory for t < 0 as well, the fact that x(t) 
and y(t) are odd functions would have added to the curves already drawn in 
the xy-plane the curves obtained from them by reflection in the origin. 

We now summarize some of these results as very general recommendations 
for the order in which to proceed when constructing the graph of a function 
given analytically. Here they are: 
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1° Give the domain of definition of the function. 
2° Note the specific properties of the function if they are obvious (for exam­

ple, evenness or oddness, periodicity, identity to the graphs of well-known 
functions up to simple coordinate changes). 

3° Determine the asymptotic behavior of the function under approach to 
boundary points of the domain of definition and, in particular, find 
asymptotes if they exist. 

4° Find the intervals of monotonicity of the function and exhibit its local 
extreme values. 

5° Determine the convexity properties of the graph and indicate the points 
of inflection. 

6° Note any characteristic points of the graph, in particular points of inter­
section with the coordinate axes, provided there are such and they are 
amenable to computation. 

5.4.6 P r o b l e m s and Exerc i ses 

1. Let x = ( x i , . . . , a?n) and a = ( a i , . . . ,otn), where xi > 0, oti > 0 for i = 1 , . . . , n 
n 

and ^2 on = 1. For any number t ^ 0 we consider the mean of order t of the 
%=\ 

numbers xi,..., xn with weights a»: 

Mt(x,a) = (Y^aixtj 
l/t 

In particular, when OL\ = • • • = an = ^ , we obtain the harmonic, arithmetic, and 
quadratic means for t = —1,1,2 respectively. 

Show that a) \imMt(x,a) = x^1 • • -a:"n, that is, in the limit one can obtain 

the geometric mean; 

b) lim Mt(x,a) = max xi\ 
i-H-oo l < z < n 

c) lim Mt(x, a) = min Xi\ 
t—¥ — oo l<i<n 

d) Mt(x,a) is a nondecreasing function of t on E and is strictly increasing if 
n > 1 and the numbers X{ a r e all nonzero. 

2. Show that |1 + x\p > 1 +px + cp(pp(x)J where cp is a constant depending only 
onp , 

{ \x\2 for |x| < 1 , 
if 1 < p < 2 , 

\x\p for |x| > 1 , 

and pp(x) = \x\p on E if 2 < p. 

3. Verify that cos a: < ( ^ ) for 0 < |x| < f. 
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4. Study the function f(x) and construct its graph if 

a) f(x) = arctan log2 cos f nx + \ J; 

b) f(x) = arccos (§ — sin x J; 

c) f{x) = ^/x(x + 3)2. 

d) Construct the curve defined in polar coordinates by the equation (p = -*pr\» 
p > 0, and exhibit its asymptotics. 

e) Show how, knowing the graph of the function y = f(x), one can obtain the 
graph of the following functions f{x) + B, Af(x), f(x + b)-, f(ax), and, in particular 
-f(x) and f(-x). 

5. Show that if / G c(]a,b[\ and the inequality 

,/si + x2\ < /(gi) + /(a?2) 

holds for any points x\,X2 G]a, 6[, then the function / is convex on ]a, b[. 

6. Show that 

a) if a convex function / : E —» E is bounded, it is constant; 

b) if 

lim m= lim M = 0 > 
x—y — oo X x—>-+oo X 

for a convex function / : E —> E, then / is constant. 

c) for any convex function / defined on an open interval a < x < +oo (or 
—oo < x < a), the ratio ^p- tends to a finite limit or to infinity as x tends to 
infinity in the domain of definition of the function. 

7. Show that if / :]a, &[-» E is a convex function, then 

a) at any point x G]a,6[ it has a left-hand derivative fL and a right-hand 
derivative /+ , defined as 

f_(x) = l im /(*+*)-/(*) t 
J v ' h^-o h 
,, f(x + h)-f(x) 
/+(*) = ,lim.n — i—-^± » 

/i—•+() Ai 

a n d / ! ( * ) < / ; ( * ) ; 

b) the inequality f+(x\) < f-(x2) holds for x\,x2 G]a,6[ and a?i < £2; 

c) the set of cusps of the graph of f(x) (for which fL(x) ^ /+(#)) is at most 

countable. 

8. The Legendre transform21 of a function / : J —> E defined on an interval J c K 
is the function 

/ * (* )= sup ( t e - / ( * ) ) . 
xei v ' 

A. M. Legendre (1752-1833) - famous French mathematician. 
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Show that 

a) The set J* of values o f t G l for which f*(t) G R (that is, f*(t) ^ oo) is 
either empty or consists of a single point, or is an interval of the line, and in this 
last case the function f*(t) is convex on I*. 

b) If / is a convex function, then I* ^ 0 , and for /* G C(I*) 

(fy = sup (xt-f(t))=f(x) 

for any x G / . Thus the Legendre transform of a convex function is involutive, (its 
square is the identity transform). 

c) The following inequality holds: 

xt < f(x) + f*(t) forxel and t G J* . 

d) When / is a convex differentiable function, f*(t) = txt — f(xt), where xt is 
determined from the equation t = f'(x). Use this relation to obtain a geometric 
interpretation of the Legendre transform /* and its argument t, showing that the 
Legendre transform is a function defined on the set of tangents to the graph of / . 

e) The Legendre transform of the function f(x) = ^xa for a > 1 and x > 0 is 
the function f*(t) = \t®, where t > 0 and ^ + A = 1. Taking account of c), use 
this fact to obtain Young's inequality, which we already know: 

xt < -xa + \if* . 
a (3 

f) The Legendre transform of the function f(x) = ex is the function f*(t) = 
tin | , t > 0, and the inequality 

xt < ex H- t ln -
e 

holds for x G R and t > 0. 

9. Curvature and the radius and center of curvature of a curve at a point Suppose a 
point is moving in the plane according to a law given by a pair of twice-differentiable 
coordinate functions of time: x = x(t), y = y(t). In doing so, it describes a certain 
curve, which is said to be given in the parametric form x = x(t), y = y(t). A special 
case of such a definition is that of the graph of a function y = f(x), where one may 
take x = t, y = f(t). We wish to find a number that characterizes the curvature of 
the curve at a point, as the reciprocal of the radius of a circle serves as an indication 
of the amount of bending of the circle. We shall make use of this comparison. 

a) Find the tangential and normal components at and a n respectively of the 

acceleration a = (x(t),y(t) J of the point, that is, write a as the sum at + a n , where 

at is collinear with the velocity vector v(t) = Ix{t),y(t) J, so that at points along 

the tangent to the trajectory and a n is directed along the normal to the trajectory. 

b) Show that the relation 

r = HOI 
|a»(*)| 

holds for motion along a circle of radius r. 
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c) For motion along any curve, taking account of b), it is natural to call the 
quantity 

r(«) - J ^ i () lanWI 

the radius of curvature of the curve at the point (x(t),y(t)j. 

Show that the radius of curvature can be computed from the formula 

r(t) - ± >— 
\xy - xy\ 

d) The reciprocal of the radius of curvature is called the absolute curvature of a 

plane curve at the point f x(t), y(t) J. Along with the absolute curvature we consider 

the quantity 
_ *y-&y 

called the curvature. 
Show that the sign of the curvature characterizes the direction of turning of the 

curve relative to its tangent. Determine the physical dimension of the curvature. 

e) Show that the curvature of the graph of a function y = f(x) at a, point 

(x,f(x)\ can be computed from the formula 

2/" 0*0 
[1 + G/')2]3/2 

Compare the signs of k(x) and y"(x) with the direction of convexity of the graph. 

f) Choose the constants a, 6, and R so that the circle (x — a)2 + (y — b)2 = R2 has 
the highest possible order of contact with the given parametrically defined curve 
x = x(t), y = y(t). It is assumed that x(t) and y(t) are twice differentiate and that 

(x(*o),y(*o)) 7^(0,0). 

This circle is called the osculating circle of the curve at the point (a?o,yo)- Its 
center is called the center of curvature of the curve at the point (xo, yo). Verify that 
its radius equals the radius of curvature of the curve at that point, as defined in b). 

g) Under the influence of gravity a particle begins to slide without any prelim­
inary impetus from the tip of an iceberg of parabolic cross-section. The equation 
of the cross-section is x + y2 = 1, where x > 0, y > 0. Compute the trajectory of 
motion of the particle until it reaches the ground. 
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5.5 Complex Numbers and the Connections 
Among the Elementary Functions 

5.5.1 Complex Numbers 

Just as the equation x2 = 2 has no solutions in the domain Q of rational 
numbers, the equation x2 = — 1 has no solutions in the domain R of real 
numbers. And, just as we adjoin the symbol \f2 as a solution of x2 = 2 and 
connect it with rational numbers to get new numbers of the form n + V%r2, 
where ri , r2 G Q, we introduce the symbol i as a solution of x2 = — 1 and 
attach this number, which lies outside the real numbers, to real numbers and 
arithmetic operations in R. 

One remarkable feature of this enlargement of the field R of real numbers, 
among many others, is that in the resulting field C of complex numbers, every 
algebraic equation with real or complex coefficients now has a solution. 

Let us now carry out this program. 

a. Algebraic Extension of the Field R Thus, following Euler, we in­
troduce a number i, the imaginary unit, such that i2 = — 1. The interaction 
between i and the real numbers is to consist of the following. One may mul­
tiply i by numbers y G R, that is, numbers of the form \y necessarily arise, 
and one may add such numbers to real numbers, that is, numbers of the form 
x + \y occur, where x, y G R. 

If we wish to have the usual operations of a commutative addition and 
a commutative multiplication that is distributive with respect to addition 
denned on the set of objects of the form x + \y (which, following Gauss, we 
shall call the complex numbers), then we must make the following definitions: 

(xi + iyi) + (x2 + iy2) '•= (%i + x2) + i(yi + y2) (5.99) 

and 

(xi +m)- (x2 + m) •= (xix2 - yiy2) +1(̂ 12/2 + x2y{). (5.100) 

Two complex numbers X\ +\y\ and x2 + \y2 are considered equal if and 
only if x\ = x2 and y\ = y2. 

We identify the real numbers x G R with the numbers of the form x + i • 0, 
and i with the number 0 + i • 1. The role of 0 in the complex numbers, as can 
be seen from Eq. (5.99), is played by the number 0 + i • 0 = 0 G R; the role 
of 1, as can be seen from Eq. (5.100), is played by 1 + i • 0 = 1 G R. 

It follows from properties of the real numbers and definitions (5.99) and 
(5.100) that the set of complex numbers is a field containing R as a subfield. 

We shall denote the field of complex numbers by C and typical elements 
of it usually by z and w. 

The only nonobvious point in the verification that C is a field is the 
assertion that every non-zero complex number z = x + \y has an inverse z~x 
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with respect to multiplication (a reciprocal), that is z • z~x = 1. Let us verify 
this. 

We call the number x — iy the conjugate of z = x + iy, and we denote it z. 
We observe that z • z = (x2 + y2) + i • 0 = x2 + y2 7̂  0 if z ^ 0. Thus z - 1 

should be taken as ol a 2 • z = 2T„2 — i 
x 2 + 2 / 2 ^ — x 2 + 2 / 2

 1 x 2 + t / 2 * 

b. Geometric Interpretation of the Field C We remark that once the 
algebraic operations (5.99) and (5.100) on complex numbers have been intro­
duced, the symbol i, which led us to these definitions, is no longer needed. 
We can identify the complex number z = x + \y with the ordered pair (x, y) 
of real numbers, called respectively the real part and the imaginary part of 
the complex number z. (The notation for this is x = Rez, y = Imz.) 

But then, regarding the pair (x, y) as the Cartesian coordinates of a point 
of the plane R2 = R x R, one can identify complex numbers with the points 
of this plane or with two-dimensional vectors having coordinates (x,y). 

In such a vector interpretation the coordinatewise addition (5.99) of com­
plex numbers corresponds to vector addition. Moreover such an interpretation 
naturally leads to the idea of the absolute value or modulus \z\ of a complex 
number as the absolute value or length of the vector (x, y) corresponding to 
it, that is 

\z\ = y/x2 + y2 , if z = x + iy , (5.101) 

and also to a way of measuring the distance between complex numbers z\ and 
Z2 as the distance between the points of the plane corresponding to them, 
that is, as 

|*i " *2\ = yj{xi - x2)
2 + (Vl - y2)

2 . (5.102) 

The set of complex numbers, interpreted as the set of points of the plane, 
is called the complex plane and also denoted by C, just as the set of real 
numbers and the real line are both denoted by R. 

Since a point of the plane can also be denned in polar coordinates (r, (p) 
connected with Cartesian coordinates by the relations 

x = rcosp 
y = r sin ip , 

(5.103) 

the complex number 
z = x-\-iy (5.104) 

can be represented in the form 

z = r(cos</? + isiny?) . (5.105) 

The expressions (5.104) and (5.105) are called respectively the algebraic 
and trigonometric (polar) forms of the complex number. 

In the expression (5.105) the number r > 0 is called the modulus or 
absolute value of the complex number z (since, as one can see from (5.103), 
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r = \z\), and (p the argument of z. The argument has meaning only for 
z ^ 0. Since the functions cos ip and sin ip are periodic, the argument of a 
complex number is determined only up to a multiple of 27r, and the symbol 
Arg z denotes the set of angles of the form ip + 2irk, k G Z, where ip is any 
angle satisfying (5.105). When it is desirable for every complex number to 
determine uniquely some angle tp G Argz, one must agree in advance on the 
range from which the argument is to be chosen. This range is usually either 
0 < < £ < 2 7 r o r — 7T < (p < it. If such a choice has been made, we say that a 
branch (or the principal branch) of the argument has been chosen. The values 
of the argument within the chosen range are usually denoted argz. 

The trigonometric form (5.105) for writing complex numbers is convenient 
in carrying out the operation of multiplication of complex numbers. In fact, 
if 

z\ — ri(cosy?i +isiny?i) , 

z2 = r2(cos</>2 +isin<£2) , 

then 

z\ - z2 = (ri cos <pi + iri sin <pi)(r2 cos <p2 + ir2 sin <p2) = 

= (rir2 cos ip\ cos tp2 — r\r2 sin ipi sin ip2) + 

+ \{r\r2 sin ipi cos <p2 + r\r2 cos <p2 sin <p2) , 

or 
^i • *2 = rir2(cos((p2 + (p2) + isin(y?i + (/?2)) . (5.106) 

Thus, when two complex numbers are multiplied, their moduli are multi­
plied and their arguments are added. 

We remark that what we have actually shown is that if ipi G Arg z\ and 
(p2 G Argz2, then ipi + <p2 G Arg (z\ • z2). But since the argument is defined 
only up to a multiple of 27r, we can write that 

Arg (zi • z2) = Arg ^ + Arg z2 , (5.107) 

interpreting this equality as set equality, the set on the right-hand side being 
the set of all numbers of the form ipi +<£2, where tp\ € Arg z\ and tp2 G Arg z2. 
Thus it is useful to interpret the sum of the arguments in the sense of the set 
equality (5.107). 

With this understanding of equality of arguments, one can assert, for 
example, that two complex numbers are equal if and only if their moduli and 
arguments are equal. 

The following formula of de Moivre22 follows by induction from formula 
(5.106): 

if z = r(cos (p + isimp) , then zn = rn(cos rap + i sin nip) . (5.108) 

A. de Moivre (1667-1754) - British mathematician. 
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Taking account of the explanations given in connection with the argument 
of a complex number, one can use de Moivre's formula to write out explicitly 
all the complex solutions of the equation zn = a. 

Indeed, if 
a = p(cos ip + i sin ip) 

and, by formula (5.108) 

zn = rn (cos nip + isin nip) , 

we have r = tfp and nip = -0+27TA;, A; G Z, from which we have ipk = % + ^fc. 
Different complex numbers are obviously obtained only for fc = 0 , 1 , . . . , n— 1. 
Thus we find n distinct roots of a: 

zk = $ / p ( c o s ( - + — fc) + i s i n ( - + — A;)) (k = 0 , 1 , . . . ,n - 1) . 

In particular, if a = 1, that is, p = 1 and i\) = 0, we have 

Zk = \fiJ- = cos ( —AM + isin ( —A;) (A; = 0 , 1 , . . . ,n — 1) . 

These points are located on the unit circle at the vertices of a regular 
n-gon. 

In connection with the geometric interpretation of the complex numbers 
themselves, it is useful to recall the geometric interpretation of the arithmetic 
operations on them. 

For a fixed b G C, the sum z + b can be interpreted as the mapping of C 
into itself given by the formula z i-> z + b. This mapping is a translation of 
the plane by the vector b. 

For a fixed a = \a\(cosip + isinip) ^ 0, the product az can be interpreted 
as the mapping z «->- az of C into itself, which is the composition of a dilation 
by a factor of \a\ and a rotation through the angle ip G Arga. This is clear 
from formula (5.106). 

5.5.2 Convergence in C and Series with Complex Terms 

The distance (5.102) between complex numbers enables us to define the e-
neighborhood of a number ZQ G C as the set {z G C| \z — zo\ < s}. This set is 
a disk (without the boundary circle) of radius e centered at the point (#o, Vo) 
if z0 =Xi + iyo-

We shall say that a sequence {zn} of complex numbers converges to z$ G C 
if lim \zn — ZQ I = 0 . 

n—>-oo 

It is clear from the inequalities 

max{|xn - x0 | , \yn - yo|} < \zn ~ *o| < \xn ~ xo\ + \yn ~ 3/oI (5.109) 

file:///fiJ-
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that a sequence of complex numbers converges if and only if the sequences of 
real and imaginary parts of the terms of the sequence both converge. 

By analogy with sequences of real numbers, a sequence of complex num­
bers {zn} is called a fundamental or Cauchy sequence if for every e > 0 there 
exists an index N G N such that \zn — zm\ < £ for all n , m > N. 

It is clear from inequalities (5.109) that a sequence of complex numbers 
is a Cauchy sequence if and only if the sequences of real and imaginary parts 
of its terms are both Cauchy sequences. 

Taking the Cauchy convergence criterion for sequences of real numbers 
into account, we conclude on the basis of (5.109) that the following proposi­
tion holds. 

Proposition 1. (The Cauchy criterion). A sequence of complex numbers 
converges if and only if it is a Cauchy sequence. 

If we interpret the sum of a series of complex numbers 

Z1+Z2 + -- + Zn + -- (5.110) 

as the limit of its partial sums sn = z\ + • • • + zn as n —> oo, we also obtain 
the Cauchy criterion for convergence of the series (5.110). 

Proposition 2. The series (5.110) converges if and only if for every e > 0 
there exists N G N such that 

\Zm + -"+Zn\<e (5.111) 

for any natural numbers n>m>N. 

From this one can see that a necessary condition for convergence of the 
series (5.110) is that zn —> 0 as n —> oo. (This, however, is also clear from 
the very definition of convergence.) 

As in the real case, the series (5.110) is absolutely convergent if the series 

k l | + N + - " + kn| + - " (5.112) 

converges. 
It follows from the Cauchy criterion and the inequality 

\Z"m i * * * i Zn\ 2^ \Zrn\ -r • • • T" \Z"n\ 

that if the series (5.110) converges absolutely, then it converges. 

Examples The series 

1) 1 + T,' + tf' + - + 3j'" + -' 

2 ) , _ ^ + ^ _ . . . , 
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and 

converge absolutely for all z 6 C, since the series 

2') I*I + ± I * I 8 + ± I * I 6 + - - - , 

3') i + | N 2 + ^N 4 + ---, 

all converge for any value of \z\ G M. We remark that we have used the 
equality \zn\ = \z\n here. 

Example 4- The series 1 + z + z2 + • • • converges absolutely for \z\ < 1 and 
its sum is s = y ^ . For \z\ > 1 it does not converge, since in that case the 
general term does not tend to zero. 

Series of the form 

c0 + ci(* - z0) + • • • + cn(z - z0)
n + • • • (5.113) 

are called power series. 

By applying the Cauchy criterion (Subsect. 3.1.4) to the series 

|c0| + \ci(z - z0)\ + • • • + \cn(z - z0)
n\ + • • • , (5.114) 

we conclude that this series converges if 

\z - z0\ < ( lim y/\cn\) , 

- 1 
and that the general term does not tend to zero if \z — ZQ\ > ( lim v/fcJ) 

From this we obtain the following proposition. 

Proposition 3. (The Cauchy-Hadamard formula).23 The power series 
(5.113) converges inside the disk \z — ZQ\ < R with center at ZQ and radius 
given by the Cauchy-Hadamard formula 

R= l = . (5.115) 
lim ^ \ 

n—>oo 

At any point exterior to this disk the power series diverges. 
At any point interior to the disk, the power series converges absolutely. 

Remark. In regard to convergence on the boundary circle \z — zo\ = R Propo­
sition 3 is silent, since all the logically admissible possibilities really can occur. 
23 J.Hadamard (1865-1963) - well-known French mathematician. 
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Examples The series 

oo 

n = l 

oo 1 

6) E ^ n . 
n = l 

and 

oo .. 

7) E V • 
Z—' n2 

n = l 

converge in the unit disk \z\ < 1, but the series 5) diverges at every point 
z where \z\ = 1. The series 6) diverges for z = 1 and (as one can show) 
converges for z = — 1. The series 7) converges absolutely for \z\ = 1, since 
I _1_ ~n I _1_ 
In2* \ ~ n2' 

One must keep in mind the possible degenerate case when R = 0 in 
(5.115), which was not taken account of in Proposition 3. In this case, of 
course, the entire disk of convergence degenerates to the single point z$ of 
convergence of the series (5.113). 

The following result is an obvious corollary of Proposition 3. 
Corollary (Abel's first theorem on power series). / / the power series (5.113) 
converges at some value z*, then it converges, and indeed even absolutely, for 
any value of z satisfying the inequality \z — ZQ\ < \z* — ZQ\. 

The propositions obtained up to this point can be regarded as simple 
extensions of facts already known to us. We shall now prove two general 
propositions about series that we have not proved up to now in any form, 
although we have partly discussed some of the questions they address. 

Proposition 4. / / a series z\ + Z2 H h zn -\ of complex numbers con­
verges absolutely, then a series zni + zn2 + • • • + znk + • • • obtained by rear­
ranging24 its terms also converges absolutely and has the same sum. 

oo 

Proof Using the convergence of the series J2 \zn\, given a number e > 0, we 
n = l 

oo 
choose N eN such that J2 \zn\ < e. 

n=AT+l 

We then find an index K G N such that all the terms in the sum SN = 
Z\-\ \-ZN are among the terms of the sum Sk = zni H \- znk for k > K. 

The term with index k in this series is the term znk with index nk in the original 
series. Here the mapping N 3 k i-*- Uk G N is assumed to be a bijective mapping 
on the set N. 
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If s = ^2 zn-> we find that for A; > K 
n = l 

oo 

\S~ Sk\ < \S~ SN\ + \SN - Sk\ < ^2 W + ^2 k n | < 2 e . 
n=AT+l n=AT+l 

Thus we have shown that Sk —> s as A; —> oo. If we apply what has just been 
proved to the series Isil + I^H \-\zn\-\ and |z n i | + |zn2H H^njH > 
we find that the latter series converges. Thus Proposition 4 is now completely 
proved. • 

Our next proposition will involve the product of two series 

(ai + a2 + ••• + an + •••)• (6i + 62 + ••• + &n + •••) • 

The problem is that if we remove the parentheses and form all possible pair-
wise products ciibj, there is no natural order for summing these products, 
since we have two indices of summation. The set of pairs (z, j ) , where i, j G N, 
is countable, as we know. Therefore we could write down a series having the 
products ciibj as terms in some order. The sum of such a series might depend 
on the order in which these terms are taken. But, as we have just seen, in 
absolutely convergent series the sum is independent of any rearrangement of 
the terms. Thus, it is desirable to determine when the series with terms afij 
converges absolutely. 

Proposition 5. The product of absolutely convergent series is an absolutely 
convergent series whose sum equals the product of the sums of the factor 
series. 

Proof We begin by remarking that whatever finite sum Y^ai^j °f terms of 
the form afij we take, we can always find N such that the product of the 
sums A^ = ai + • • • + ajy and B^ = b\ + • • • + b^ contains all the terms in 
that sum. Therefore 

I N N N 00 00 

00 

from which it follows that the series J2 aibj converges absolutely and that 

its sum is uniquely determined independently of the order of the factors. In 
that case the sum can be obtained, for example, as the limit of the products 
of the sums An = a\ + • • • + an and Bn = b\ + • • • + bn. But AnBn —> AB 

00 00 

as n —> 00, where A = ^2 an and B = ^2 bn, which completes the proof of 
n = l n = l 

Proposition 5. • 
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The following example is very important . 

oo oo 

Example 8. The series J2 ^\an a n d J2 ^T^ m converge absolutely. In the 
n=0 ra=0 

product of these series let us group together all monomials of the form anbm 

having the same total degree n + m = k. We then obtain the series 

E( E W 
But 

f rt . n\ ml 
k=Q x n+ra=fc 

fc 
V -^—anbm - - V - anbk-n = -(a + 6)fc 

m+n=k n=0 v ' 

and therefore we find tha t 

oo ^ oo ^ oo ^ 

£ ^ - £ ^ m = £^+*)fe- (5-116) 
n=0 ra=0 fc=0 

5.5.3 Euler's Formula and t h e C o n n e c t i o n s 
A m o n g t h e E l e m e n t a r y Funct ions 

In Examples 1-3 we established the absolute convergence in C of the se­
ries obtained by extending into the complex domain the Taylor series of the 
functions e x , s inx, and cosx, which are defined on M. For tha t reason, the 
following definitions are natural ones to make for the functions e z , cosz, and 
sin z in C: 

ez = expz := 1 + - z + -z2 + -z3 + • • • , (5.117) 

cosz := l - i * 2 + I * 4 , (5.118) 

s inz := z - ^z3 + \-z* . (5.119) 

3! 5! 
Following Euler,2 5 let us make the substi tution z = iy in Eq. (5.117). By 
suitably grouping the terms of the partial sums of the resulting series, we 
find tha t 

i + Yfiy) + h^2 + l ( i y ) 3 + i f ( i y ) 4 + h^5 +"'= 

25 L. Euler (1707-1783) - eminent mathematician and specialist in theoretical me­
chanics, of Swiss extraction, who lived the majority of his life in St. Petersburg. 
In the words of Laplace, "Euler is the common teacher of all mathematicians of 
the second half of the eighteenth century." 
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that is, 
ziy = cosy + isiny. I (5.120) 

This is the famous Euler formula. 
In deriving it we used the fact that i2 = — 1, i3 = — i, i4 = 1, i5 = i, and 

so forth. The number y in formula (5.120) may be either a real number or an 
arbitrary complex number. 

It follows from the definitions (5.118) and (5.119) that 

cos(—z) = cosz , 

sin(—z) = — sinz , 

that is, cos z is an even function and sin z is an odd function. Thus 

e~iy = cosy — isiny . 

Comparing this last equality with formula (5.120), we obtain 

cosy = - (e i y + e~iy) , 

siny = ^(eiy - e~iy) . 

Since y is any complex number, it would be better to rewrite these equal­
ities using notation that leaves no doubt of this fact: 

cosz = ~ ( e i z +e~ i z ) , 

sinz = i / e ^ - e " 1 * ) . 
2iv ; 

(5.121) 

Thus, if we assume that expz is defined by relation (5.117), then formulas 
(5.121), which are equivalent to the expansions (5.118) and (5.119), like the 
formulas 

cosh y = -(ez +e~z) , 

(5.122) 

sinhz = -(ez — e~z) . 

can be taken as the definitions of the corresponding circular and hyperbolic 
functions. Disregarding all the considerations about trigonometric functions 
that led us to this step, which have not been rigorously justified (even though 
they did lead us to Euler's formula), we can now perform a typical mathe­
matical trick and take formulas (5.121) and (5.122) as definitions and obtain 
from them in a completely formal manner all the properties of the circular 
and trigonometric functions. 
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For example, the fundamental identities 

cos2 z + sin2 z = 1 , 

cosh2 z — sinh2 z = 1 , 

like the parity properties, can be verified immediately. 
The deeper properties, such as, for example, the formula for the cosine 

and sine of a sum follow from the characteristic property of the exponential 
function: 

exp(zi + z2) = exp(zi) - exp(z2) , (5.123) 

which obviously follows from the definition (5.117) and formula (5.116). Let 
us derive the formulas for the cosine and sine of a sum: 

On the one hand, by Euler's formula 

ei(*i+*2) = C 0 S ( 2 l + 2 2 ) + i s i n ( 2 l + Z2) . (5.124) 

On the other hand, by the property of the exponential function and Euler's 
formula 

ei(*i+z2) = ei*iei*2 = (C 0 S 2 l + isinzi)(cosz2 + isinz2) = 

= (cos z\ cos Z2 — sin z\ sin z2) + i(sin z\ cos z2 + cos z2 sin z2) . (5.125) 

If z\ and Z2 were real numbers, then, equating the real and imaginary 
parts of the numbers in formulas (5.124) and (5.125), we would now have 
obtained the required formulas. Since we are trying to prove them for any 
z\,z2 G C, we use the fact that cos2 is even and sinz is odd to obtain yet 
another equality: 

e-i(*i+*2) _ ( c o s Zl c o g Z2 _ g m Zl g m z ^ _ j ( s m Zl c o g Z2 _ j _ c o g Zl g m 2 2) # 

(5.126) 
Comparing (5.125) and (5.126), we find 

cos(zi + z2) = - (e i ( z i + 2 : 2 ) + e~i(2:i+2:2)) = coszi cosz2 - sinzi sinz2 , 

sinf^i + z2) = — (e^*1**2* - e~'^Zl+Z2^) = sinzi cosz2 + coszi sinz2 . 
2i v 7 

The corresponding formulas for the hyperbolic functions cosh z and sinh z 
could be obtained in a completely analogous manner. Incidentally, as can be 
seen from formulas (5.121) and (5.122), these functions are connected with 
cos z and sin z by the relations 

coshz = cosiz 

sinhz = —isiniz . 

However, to obtain even such geometrically obvious facts as the equality 
sin7r = 0 or cos(z + 2n) = cosz from the definitions (5.121) and (5.122) is 
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very difficult. Hence, while striving for precision, one must not forget the 
problems where these functions naturally arise. For that reason, we shall 
not attempt at this point to overcome the potential difficulties connected 
with the definitions (5.121) and (5.122) when describing the properties of the 
trigonometric functions. We shall return to these functions after presenting 
the theory of integration. Our purpose at present was only to demonstrate the 
remarkable unity of seemingly completely different functions, which would 
have been impossible to detect without going into the domain of complex 
numbers. 

If we take as known that for x G R 

cos(x + 2TT) = cosx , sin(x + 2n) = sinx , 

cos 0 = 1 , sin 0 = 0 , 

then from Euler's formula (5.120) we obtain the relation 

(5.127) + 1 = 0, 

in which all the most important constants of the different areas of mathemat­
ics are represented: 1 (arithmetic), n (geometry), e (analysis), and i (algebra). 

From (5.123) and (5.127), as well as from (5.120), one can see that 

exp(z + i27r) = expz , 

that is, the exponential function is a periodic function on C with the purely 
imaginary period T = I2TT. 

Taking account of Euler's formula, we can now represent the trigonometric 
notation (5.105) for a complex number in the form 

where r is the modulus of z and ip its argument. 
The formula of de Moivre now becomes very simple: 

(5.128) 

5.5.4 Power Series Representation of a Function. Analyticity 

A function w = f(z) of a complex variable z with complex values w, defined 
on a set E C C, is a mapping / : E -> C. The graph of such a function 
is a subset of C x C = R2 x R2 = M4, and therefore is not visualizable in 
the traditional way. To compensate for this loss to some extent, one usually 
keeps two copies of the complex plane C, indicating points of the domain of 
definition in one and points of the range of values in the other. 

In the examples below the domain E and its image under the correspond­
ing mapping are indicated. 
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Example 9. iy 

© 

1 x 
z i—• z + 1 = w 

iv 

0 1 

© 

2 u 

Fig. 5.25. 

]e 10. iy 

i 

Illtl 
0 

© 

i lK IS! 
a z 

\z i—• z 

Fig. 

+ i = 

5.26. 

it? 

iv 
2i 

i 

0 

© 

u 

Example 11. iy 

© 

Z \-^y %Z = W 

Fig. 5.27. 

These correspondences follow from the equalities i = e17r/2, z = re1(p, and 
^ ( V + T / 2 ) ^ that is, a rotation through angle ^ has occurred. 

Example 12. iy i (J) 

Fig. 5.28. 

For, if z = re1^, then *2 = r V 2 * \ 
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Example 13. iy 

Fig. 5.29. 

Example 14-

Fig. 5.30. 

It is clear from Examples 12 and 13 that under this function the unit disk maps 
into itself, but is covered twice. 

Example 15. 

n = 3) 

Fig. 5.31. 

If z = re1^, then by (5.128), we have zn = rneinip, so that in this case the image 
of the disk of radius r is the disk of radius r n , each point of which is the image 
of n points in the original disk (located, as it happens, at the vertices of a regular 
n-gon). 
The only exception is the point w = 0, whose pre-image is the point z = 0. However, 
as z —>• 0, the function zn is an infinitesimal of order n, and so we say that at z = 0 
the function has a zero of order n. Taking account of this kind of multiplicity, one 
can now say that the number of pre-images of every point w under the mapping 
z \-^ zn = w is n. In particular, the equation zn = 0 has the n coincident roots 
z\ = - - - = zn = 0. 
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In accordance with the general definition of continuity, a function f(z) of 
a complex variable is called continuous at a point ZQ G C if for any neigh­
borhood V(f(zo)) of its value f(zo) there exists a neighborhood U(zo) such 
that f(z) G V(f(z0)) for all z G U(z0). In short, 

lim /(*) = f(z0) • 
Z—tZQ 

The derivative of a function f(z) at a point ZQ, as for the real-valued case, 
is defined as 

f{zo) = Um /(*)-/(*>) ; (5.129) 
z—>z0 Z — ZQ 

if this limit exists. 
The equality (5.129) is equivalent to 

f(z) - f(z0) = f'(zo)(z - zo) + o(z - z0) (5.130) 

as z —> zo, corresponding to the definition of differentiability of a function at 
the point ZQ. 

Since the definition of differentiability in the complex-valued case is the 
same as the corresponding definition for real-valued functions and the arith­
metic properties of the fields C and M are the same, one may say that all the 
general rules for differentiation hold also in the complex-valued case. 

Example 16. 

(f + 9y(z) = f'(z) + g'(z), 
{f-9)'{z) = f'{z)g{z)+f{z)9'{z), 

{gof)'{z)=9'{f{z)).f{z), 

so that if f(z) = z2, then f'(z) = 1 • z + z • 1 = 2z, or if f(z) = zn, then 
f'(z) = nzn-\ and if 

Pn(z) = c0 + ci(z - z0) H h cn(z - z0)
n , 

then 
P'n(z) = a + 2c2(z - z0) + • • • + ncn(z - zo)71'1 . 

CO 

Theorem 1. The sum f(z) = Yl cn(z — zo)n of a power series is an in-
n=0 

finitely differentiate function inside the entire disk in which convergence oc­
curs. Moreover, 

n=0 
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cn = -Jin)(z0) , n = 0 , l , - . 

Proof. The expressions for the coefficient follows in an obvious way from the 
expressions for f^k\z) for k = n and z = ZQ. 

As for the formula for f^k\z), it suffices to verify this formula for k = 1, 
since the function f'(z) will then be the sum of a power series. 

oo 

Thus, let us verify that the function ip(z) = Y ncn(z — ̂ o ) n _ 1 is indeed 
n = l 

the derivative of f(z). 
We begin by remarking that by the Cauchy-Hadamard formula (5.115) 

the radius of convergence of the derived series is the same as the radius of 
convergence R of the original power series for f(z). 

For simplicity of notation from now on we shall assume that ZQ = 0, that 
oo oo 

"n~l and that these series converge for is, f(z) Y cnz
n, (f(z) = Y rtcnz

n 

n=0 n = l 
|*| < R. 

Since a power series converges absolutely on the interior of its disk of 
convergence, we note (and this is crucial) that the estimate \ncnz

n~1\ = 
oo 

n\cn\ | z | n - 1 < n | c n | r n _ 1 holds for \z\ < r < R, and that series Yl ^ | c n | r n - 1 

n = l 
converges. Hence, for any e > 0 there exists an index N such that 

^ ncnz 
n=iV+l 

n - 1 
< ^ UCnr 

n=iV+l 

, n - l 6 
< -
~ 3 

for \z\ < r. 
Thus at any point of the disk \z\ < r the function ip(z) is within | of the 

Nth partial sum of the series that defines it. 
Now let C and z be arbitrary points of this disk. The transformation 

HO-f(z) 
C-z = £< 

n = l 
oo 

E 
n = l 

C -Zn 

C - 2 

Cr»(C n" 1+C n"^ + - + (zn~2 + z n _ 1 
) 

and the estimate |cn(Cn _ 1 + • • • + zn~l)\ < \ cn\nrn enable us to conclude, 
as above, that the difference quotient we are interested in is equal within | 
to the partial sum of the series that defines it, provided |£| < r and \z\ < r. 
Hence, for |£| < r and \z\ < r we have 

f(0-f(z) 
c-

-ip{z) < 
N 

n = l 

(n -Zn N 

~Y^ncnZn X 

n=l 

+ 2 1 
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If we now fix z and let ( tend to z, passing to the limit in the finite sum, 
we see that the right-hand side of this last inequality will be less than e for 
C sufficiently close to z, and hence the left-hand side will be also. 

Thus, for any point z in the disk \z\ < r < R, we have verified that 
f'(z) = ip(z). Since r is arbitrary, this relation holds for any point of the disk 
|*| < R. D 

This theorem enables us to specify the class of functions whose Taylor 
series converge to them. 

A function is analytic at a point ZQ G C if it can be represented in a 
neighborhood of the point in the following ("analytic") form: 

CO 

f(z) = J2Cn(z-Z0)n , 
n=0 

that is, as the sum of a power series in z — ZQ. 
It is not difficult to verify (see Problem 7 below) that the sum of a power 

series is analytic at any interior point of the disk of convergence of the series. 
Taking account of the definition of analyticity, we deduce the following 

corollary from the definition of analyticity. 

Corollary, a) If a function is analytic at a point, then it is infinitely differ-
entiable at that point, and its Taylor series converges to it in a neighborhood 
of the point. 

b) The Taylor series of a function defined in a neighborhood of a point 
and infinitely differentiate at that point converges to the function in some 
neighborhood of the point if and only if the function is analytic. 

In the theory of functions of a complex variable one can prove a remarkable 
fact that has no analogue in the theory of functions of a real variable. It 
turns out that if a function f(z) is differentiate in a neighborhood of a point 
zo G C, then it is analytic at that point. This is certainly an amazing fact, 
since it then follows from the theorem just proved that if a function f(z) has 
one derivative f'(z) in a neighborhood of a point, it also has derivatives of 
all orders in that neighborhood. 

At first sight this result is just as surprising as the fact that by adjoining 
t o l a root i of the one particular equation z2 = — 1 we obtain a field C in 
which every algebraic polynomial P(z) has a root. We intend to make use 
of the fact that an algebraic equation P(z) = 0 has a solution in C, and for 
that reason we shall prove it as a good illustration of the elementary concepts 
of complex numbers and functions of a complex variable introduced in this 
section. 
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5.5.5 Algebraic Closedness of the Field C of Complex Numbers 

If we prove that every polynomial P(z) = CQ + c\z -\ + cnz
n, n > 1, with 

complex coefficients has a root in C, then there will be no need to enlarge 
the field C because some algebraic equation is not solvable in C. In this sense 
the assertion that every polynomial P(z) has a root establishes that the field 
C is algebraically closed. 

To obtain a clear idea of the reason why every polynomial has a root in 
C while there can fail to be a root in M, we use the geometric interpretation 
of complex numbers and functions of a complex variable. 

We remark that 

t « ) - ^ + ^ r + - +
 s = i

 + < w ) . 
so that P(z) = cnz

n + o(zn) as \z\ —»• oo. Since we are interested in finding a 
root of the equation P(z) = 0, dividing both sides of the equation by cn, we 
may assume that the leading coefficient cn of P(z) equals 1, and hence 

P(z) = zn + o(zn) as |*| - + o o . (5.131) 

If we recall (Example 15) that the circle of radius r maps to the circle 
of radius rn with center at 0 under the mapping 2 4 / , we see that for 
sufficiently large values of r the image of the circle \z\ = r under the mapping 
w = P(z) will be, with small relative error, the circle \w\ = rn in the w-plane 
(Fig. 5.32). What is important is that, in any case, it will be a curve that 
encloses the point w = 0. 

(n = 2) 

Fig. 5.32. 

If the disk \z\ < r is regarded as a film stretched over the circle \z\ = r, 
this film is mapped into a film stretched over the image of that disk under 
the mapping w = P{z). But, since the latter encloses the point w = 0, some 
point of that film must coincide with w = 0, and hence there is a point ZQ in 
the disk \z\ < r that maps to w = 0 under the mapping w = P(z), that is, 
P(zo) = 0. 
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This intuitive reasoning leads to a number of important and useful con­
cepts of topology (the index of a path with respect to a point, and the degree 
of a mapping), by means of which it can be made into a complete proof that is 
valid not only for polynomials, as one can see. However, these considerations 
would unfortunately distract us from the main subject we are now studying. 
For that reason, we shall give another proof that is more in the mainstream 
of the ideas we have already mastered. 

Theorem 2. Every polynomial 

P(z) = c0 + c\z H V cnz
n 

of degree n > 1 with complex coefficients has a root in C. 

Proof. Without loss of generality, we may obviously assume that cn = 1. 
Let \x = inf \P(z)\. Since P(z) = zn(l + ^ + • • • + f&), we have 

|P(*)l>N»(i-!£gii M ) , 

and obviously \P(z)\ > max{l,2//} for \z\ > R if R is sufficiently large. 
Consequently, the points of a sequence {zk} at which 0 < |P(2fc)| — \x < \ lie 
inside the disk \z\ < R. 

We shall verify that there is a point ZQ in C (in fact, in this disk) at 
which |-P(zo)| — M- To do this, we remark that if Zk = Xk + \yk, then 
max{|xfc|, \yk\} < \zk\ < R and hence the sequences of real numbers {xk} 
and {yk} are bounded. Choosing first a convergent subsequence {xkt} from 
{xk} and then a convergent subsequence {yktrn} from {ykt}, we obtain a 
subsequence Zklm = Xklm + tyk^ of the sequence {zk} that has a limit 
lim zkl = lim xkl + i lim yk = x0 + iyo = z0, and since \zkl \ - • \z0\ 

m^-oo m m^-oo m m^-oo m m 

as m —> oo, it follows that \zo\ < R. So as to avoid cumbersome notation, 
and not have to pass to subsequences, we shall assume that the sequence 
{zk} itself converges. It follows from the continuity of P(z) at z$ G C that 
lim P(zk) = P(zo). But then26 \P(z0)\ = lim \P(zk)\ = //. 

fc—>-oo k^-oo 

We shall now assume that \x > 0, and use this assumption to derive a 
contradiction. If P{ZQ) ^ 0, consider the polynomial Q(z) = p^Z\ - By 
construction Q(0) = 1 and \Q(z)\ = 'ffijffi1 > 1-

Since Q(0) = 1, the polynomial Q(z) has the form 

Q(z) = 1 + qkz
k + qk+iz^1 + • • • + qnz

n , 
26 Observe that on the one hand we have shown that from every sequence of complex 

numbers whose moduli are bounded one can extract a convergent subsequence, 
while on the other hand we have given another possible proof of the theorem 
that a continuous function on a closed interval has a minimum, as was done here 
for the disk \z\ < R. 
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where \qk\ ^ 0 and 1 < k < n. If qk = pe1^, then for <p = 2 L ^ we shall have 

qk . (e
iv)fc = pe^e'^-'W = pei7r = - p = -\qk\. Then, for z = re^ we obtain 

|Q(re^) | < \l+qkz
k\ + {\qk+izk+1\ + - + \qnz

n\) = 

= |1 - rfc|%|| + r f c + 1 ( | f t + 1 | + • • • + \qn\r
n-k-1) = 

= 1 - rfc(|<zfc| - r\qk+1\ rn-k\qn\) < 1 , 

if r is sufficiently close to 0. But \Q(z)\ > 1 for z G C. This contradiciton 
shows that P(zo) = 0. • 

Remark 1. The first proof of the theorem that every algebraic equation with 
complex coefficients has a solution in C (which is traditionally known as 
the fundamental theorem of algebra) was given by Gauss, who in general 
breathed real life into the so-called "imaginary" numbers by finding a variety 
of profound applications for them. 

Remark 2. A polynomial with real coefficients P(z) = a^ -\ h anz
n, as we 

know, does not always have real roots. However, compared with an arbitrary 
polynomial having complex coefficients, it does have the unusual property 
that if P(zo) = 0, then P(zo) = 0 also. Indeed, it follows from the defi-
nition of the complex conjugate and the rules for adding complex numbers 
that (zi + ZQ) = z\ + Z2- It follows from the trigonometric form of writing a 
complex number and the rules for multiplying complex numbers that 

(zi • *2) = (ne1^1 • r2e
i(^2) = rir2ei(^1+<^2) = 

= nr2e-'l(ipi+ip2) = ne-'ltpi • r2e~^2 = zx • z2 . 

Thus, 

P(z0) = a0-\ h anzft = d0-\ h anz^ = a0 H h anz% = P(z0) , 

and if P(z0) = 0, then P(z0) = P(z0) = 0. 

Corollary 1. Every polynomial P(z) = CQ -\ \-cnz
n of degree n> 1 with 

complex coefficients admits a representation in the form 

P(z) = cn(z -Zl)...(z- Zn) , (5.132) 

where z\,..., zn G C (and the numbers z\,..., zn are not necessarily all dis­
tinct). This representation is unique up to the order of the factors. 

Proof. From the long division algorithm for dividing one polynomial P(z) by 
another polynomial Q(z) of lower degree, we find that P(z) = q(z)Q(z)+r(z), 
where q(z) and r(z) are polynomials, the degree of r(z) being less than the 
degree m of Q(z). Thus if m = 1, then r(z) = r is simply a constant. 

Let z\ be a root of the polynomial P(z). Then P(z) = q{z){z — zi)+r, and 
since P(z\) = r, it follows that r = 0. Hence if z\ is a root of P(z), we have 
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the representation P(z) = (z — zi)q(z). The degree of the polynomial q(z) is 
n — 1, and we can repeat the reasoning with q(z) if n — 1 > 1. By induction 
we find that P(z) = c(z — z\) • • • (z — zn). Since we must have czn = cnz

n, it 
follows that c = cn. • 

Corollary 2. Every -polynomial P(z) = ao -\ h anz
n with real coefficients 

can be expanded as a product of linear and quadratic polynomials with real 
coefficients. 

Proof. This follows from Corollary 1 and Remark 2, by virtue of which for 
any root Zk of P(z) the number Zk is also a root. Then, carrying out the 
multiplication (z — Zk)(z — Zk) in the product (5.132), we obtain the quadratic 
polynomial z2 — (zk + Zk)z+ \zk\2 with real coefficients. The number cn, which 
equals an, is a real number in this case and can be moved inside one of the 
sets of parentheses without changing the degree of that factor. • 

By multiplying out all the identical factors in (5.132), we can rewrite that 
product: 

P(z) = cn(z - Zl)^ . . . ( * - zpp . (5.133) 

The number kj is called the multiplicity of the root Zj. 
Since P(z) = (z — Zj)kiQ(z), where Q(ZJ) ^ 0, it follows that 

P\z) = kj(z - Zjp-lQ{z) + (z- zjpQ'(z) = (z- zjp-lR(z) , 

where R(ZJ) = kjQ(zj) ^ 0. We thus arrive at the following conclusion. 

Corollary 3. Every root Zj of multiplicity kj > 1 of a polynomial P(z) is a 
root of multiplicity kj — 1 of the derivative P'(z). 

Not yet being in a position to find the roots of the polynomial P(z), we can 
use this last proposition and the representation (5.133) to find a polynomial 
p(z) = (z — z\) - - - (z — zp) whose roots are the same as those of P(z) but are 
of multiplicity 1. 

Indeed, by the Euclidean algorithm, we first find the greatest common 
divisor q(z) of P(z) and P'{z). By Corollary 3, the expansion (5.133), and 
Theorem 2, the polynomial q(z) is equal, apart from a constant factor, to 
(z — z\)kl~l - - - (z — Zp)^-1. Hence by dividing P(z) by q(z) we obtain, apart 
from a constant factor that can be removed by dividing out the coefficient of 
zp, a polynomial p(z) = (z — z\) • • • (z — zp) . 

Now consider the ratio R{x) = -JM of two polynomials, where Q(x) ^ 
const. If the degree of P(x) is larger than that of Q(x), we apply the division 
algorithm and represent P(x) as p(x)Q(x) + r(x), where p(x) and r(x) are 
polynomials, the degree of r(x) being less than that of Q(x). Thus we obtain 
a representation of the form R(x) = p(x) + ^fey, where the fraction ifei is 
now a proper fraction in the sense that the degree of r(x) is less than that of 
Q(x). 

The corollary we are about to state involves the representation of a proper 
fraction as a sum of fractions called partial fractions. 
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Corollary 4. a) / / Q(z) = (z - zi)kl • • • (z - zp)
kp and ££4 is a proper 

fraction, there exists a unique representation of the fraction -^A in the form 

b) / / P(x) and Q(x) are polynomials with real coefficients and 

Q(x) = (x- *i) fc l • • • (x - Xl)
kl(x2 +Plx + tfi)mi • • • (x2 +pnx + qn)

m" , 

there exists a unique representation of the proper fraction -Jpl in the form. 

p(x) =y^ fsr" aJk \ , v-^ (y* bjkx + cjk \ 

where ajk, bjk, and Cjk are real numbers. 

(5.135) 

We remark that there is a universal method of finding the expansions 
(5.134) and (5.135) known as the method of undetermined coefficients, al­
though this method is not always the shortest way. It consists of putting all 
the terms on the right-hand side of (5.134) or (5.135) over a common de­
nominator, then equating the coefficients of the resulting numerator to the 
corresponding coefficients of P(x). The system of linear equations that results 
always has a unique solution because of Corollary 4. 

Since we shall as a rule be interested in the expansion of a specific fraction, 
which we shall obtain by the method of undetermined coefficients, we require 
nothing more from Corollary 4 than the assurance that it is always possible 
to do so. For that reason, we shall not bother to go through the proof. It is 
usually couched in algebraic language in a course of modern algebra and in 
analytic language in a course in the theory of functions of a complex variable. 

Let us consider a specially chosen example to illustrate what has just been 
explained. 

Example 17. Let 

P(x) = 2x6 + 3x5 + 6x4 + 6x3 + 10x2 + 3x + 2 , 

Q(x) = x7 + 3x6 + 5x5 + 7x4 + 7x3 + 5x2 + 3x + 1 . 

Find the partial-fraction expansion (5.135) of the fraction Q?fy. 
First of all, the problem is complicated by the fact that we do not know 

the factors of the polynomial Q(x). Let us try to simplify the situation by 
eliminating any multiple roots there may be of Q(x). We find 

Q'{x) = 7x6 + 18x5 + 25x4 + 28x3 + 21x2 + 10x + 3 . 
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By a rather fatiguing, but feasible computation using the Euclidean algo­
rithm, we find the greatest common divisor 

d(x) = x4 + 2x3 + 2x2 + 2x + 1 

of Q(x) and Q'(x). We have written the greatest common divisor with leading 
coefficient 1. 

Dividing Q(x) by d(x), we obtain the polynomial 

q(x) = x3 + x2 + x + 1 , 

which has the same roots as Q(x), but each with multiplicity 1. The root —1 
is easily guessed. After q(x) is divided by x + 1, we find a quotient of x2 + 1. 
Thus 

q(x) = (x + l)(x2 + l), 

and then by successively dividing d(x) by x2 + 1 and x + 1, we find the 
factorization of d(x); 

d(x) = (x + l)2(x2 + l), 

and then the factorization 

Q(x) = (x + l)3(x2 + l)2 . 

Thus, by Corollary 4b, we are seeking an expansion of the fraction -JPl in 
the form 

P(x) _ an Q12 fli3 hix + cii bi2x + c i 2 

Q(x) ~ x + 1 (x + 1)2 (x + 1)3 x2 + l (x2 +1)2 ' 

Putting the right-hand side over a common denominator and equating the 
coefficients of the resulting numerator to those of P(#), we arrive at a system 
of seven equations in seven unknowns, solving which, we finally obtain 

P(x) 1 2 1 x-1 x + 1 
Q(x) x + 1 (x + l ) 2 (x + l ) 3 x2 + 1 (x2 + l ) 2 ' 

5.5.6 Problems and Exercises 

1. Using the geometric interpretation of complex numbers 

a) explain the inequalities \zi +Z2\ < \zi\ + \z2\ &nd\zi-\ \-zn\ < \z±\-\ \-\zn\\ 
b) exhibit the locus of points in the plane C satisfying the relation \z — 1| + \z + 

1 |<3; 
c) describe all the n th roots of unity and find their sum; 
d) explain the action of the transformation of the plane C defined by the formula 

z •-)• z. 
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2. Find the following sums: 

a) 1 + $ + ••• + qn\ 

b) 1 + q + ...- + qn + --- for \q\ < 1; 

c) l + e ^ + --. + ein<^; 

d) l + r e i ¥ ? + --- + rne i n ¥ ? ; 

e) 1 + rei(p + • • • + rne i n v ? + • • • for \r\ < 1; 

f) 1 + r cos y? H + r n cos nip; 

g) 1 + r cos y? + • • • + rn cos rap + • • • for |r| < 1; 

h) 1 + r sin (p + • • • + rn sin ny?; 

i) 1 + rsiny? H + rn sin ncp H for |r| < 1. 

3 . Find the modulus and argument of the complex number lim (1 + - ) and 
n—>-oo V n J 

verify that this number is ez. 

4. a) Show that the equation ew = z in w has the solution w = In \z\ + iArgz . It is 
natural to regard w as the natural logarithm of z. Thus w = Ln z is not a functional 
relation, since Arg 2 is multi-valued. 

b) Find Ln 1 and Ln i. 

c) Set za = eaLnz. Find lw and i1. 

d) Using the representation w = sinz = jf-(e12 — e_ 1M, obtain an expression 

for z = arcsinw. 

e) Are there points in C where | sinz| = 2? 

5. a) Investigate whether the function f(z) = j^s is continuous at all points of 
the plane C. 

b) Expand the function j+^ m a P o w e r series around ZQ = 0 and find its radius 
of convergence. 

c) Solve parts a) and b) for the function 1+l$zi, where A G R is a parameter. 

Can you make a conjecture as to how the radius of convergence is determined by 
the relative location of certain points in the plane C? Could this relation have been 
understood on the basis of the real line alone, that is, by expanding the function 
1 + ^ a a i where A G R and i G l ? 

6. a) Investigate whether the Cauchy function 

I 0, 

z^O, 
m = ' 

z = 0 

is continuous at z = 0. 

b) Is the restriction / of the function / in a) to the real line continuous? 
IR 

c) Does the Taylor series of the function / in a) exist at the point ZQ = 0? 
d) Are there functions analytic at a point zo € C whose Taylor series converge 

only at the point ZQ! 
0 0 

e) Invent a power series ^ cn(z — zo)n that converges only at the one point zo. 
n=0 
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7. a) Making the formal substitution z — a = (z — ZQ) + (zo — a) in the power 
oo oo 

series J^ An(z — a)n and gathering like terms, obtain a series ^2 Cn(z — zo)n and 
n=0 n=0 

expressions for its coefficients in terms of Ak and (zo — a)h, k = 0 ,1, 

b) Verify that if the original series converges in the disk \z — a\ < R and 
\zo — a\ = r < R, then the series defining C n , n = 0 , 1 , . . . , converge absolutely and 

oo 

the series ^2 Cn(z — zo)n converges for \z — zo\ < R — r. 
n=0 

oo 
c) Show that if f(z) = J2 An(z — a)n in the disk \z — a\ < R and \zo — a\ < R, 

n=0 
then in the disk \z — zo\ < R — \zo — a\ the function / admits the representation 

oo 

/(*)= ZCn(z-z0)
n. 

n=0 

8. Verify that 

a) as the point z G C traverses the circle \z\ = r > 1 the point w = z + z~x 

traverses an ellipse with center at zero and foci at ±2; 

b) when a complex number is squared (more precisely, under the mapping w !-)• 
w2), such an ellipse maps to an ellipse with a focus at 0, traversed twice. 

c) under squaring of complex numbers, any ellipse with center at zero maps to 
an ellipse with a focus at 0. 

5.6 Some Examples of the Application 
of Differential Calculus in Problems of Natura l Science 

In this section we shall s tudy some problems from natural science tha t are 
very different from one another in their s tatement, but which, as will be seen, 
have closely related mathematical models. Tha t model is none other than a 
very simple differential equation for the function we are interested in. From 
the study of one such example - the two-body problem - we really began the 
construction of differential calculus. The study of the system of equations 
we obtained for this problem was inaccessible at the t ime. Here we shall 
consider some problems tha t can be solved completely at our present level of 
knowledge. In addition to the pleasure of seeing mathematical machinery in 
action in a specific case, from the series of examples in this section we shall in 
particular acquire additional confidence in both the naturalness with which 
the exponential function exp x arises and in the usefulness of extending it to 
the complex domain. 

5.6.1 M o t i o n of a B o d y of Variable M a s s 

Consider a rocket moving in a straight line in outer space, far from gravitating 
bodies (Fig. 5.33). 
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raR rriF OJ 

Fig. 5.33. 

Let M(t) be the mass of the rocket (including fuel) at time t, V(t) its 
velocity at time t, and UJ the speed (relative to the rocket) with which fuel 
flows out of the nozzle of the rocket as it burns. 

We wish to establish the connection among these quantities. 
Under these assumptions, we can regard the rocket with fuel as a closed 

system whose momentum (quantity of motion) remains constant over time. 
At time t the momentum of the system is M(t)V(t). 
At time t + h the momentum of the rocket with the remaining fuel is 

M(t + h)V(t + h) and the momentum AI of the mass of fuel ejected over 
that time \AM\ = \M(t + h) - M(t)\ = -(M(t + h)-M(t)) lies between the 
bounds 

(V(t)-u)\AM\<AI < (V(t + h)-uj)\AM\ , 

that is, AI = (V(t)-v) \AM\+a(h)\AM\, and it follows from the continuity 
of V(i) that a(h) -* 0 as h -» 0. 

Equating the momenta of the system at times t and t + h, we have 

M(t)V(t) = M(t + h)V(t + h) + (V(t) - J) \AM\ + a(h)\AM\ , 

or, after substituting |Afcf| = -{M(t + h) - M(t)) and simplifying, 

M(t + h)(V(t + h)-V(t)) = 

= -u(M(t + h)- M(t)) + a(h)(M(t + h)- M{t)) . 

Dividing this last equation by h and passing to the limit as h —>> 0, we 
obtain 

M(t)V'(t) = -uM'(t) . (5.136) 

This is the relation we were seeking between the functions we were inter­
ested in, V(t), M(t), and their derivatives. 

We now must find the relation between the functions V(t) and M(t) 
themselves, using the relation between their derivatives. In general a problem 
of this type is more difficult than the problem of finding the relations between 
the derivatives knowing the relation between the functions. However, in the 
present case, this problem has a completely elementary solution. 

Indeed, after dividing Eq. (5.136) by M(i), we can rewrite it in the form 

Vf(t) = (-u\nMy(t) . (5.137) 
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But if the derivatives of two functions are equal on an interval, then the 
functions themselves differ by at most a constant on that interval. 

Thus it follows from (5.137) that 

V(t) = -u]nM(t)+c. (5.138) 

If it is known, for example, that V(0) = Vo, this initial condition deter­
mines the constant c completely. Indeed, from (5.138) we find 

c=Vo+uj\nM(0) , 

and we then find the formula we were seeking27 

V{t) = V0+wln^. (5.139) 

It is useful to remark that if mR is the mass of the body of the rocket 
and mp is the mass of the fuel and V is the terminal velocity achieved by 
the rocket when all the fuel is expended, substituting M(0) = mR + rap and 
M(t) = TOR, we find 

V m R / 

This last formula shows very clearly that the terminal velocity is affected 
not so much by the ratio mp/mR inside the logarithm as by the outflow speed 
(j, which depends on the type of fuel used. It follows in particular from this 
formula that if Vo = 0, then in order to impart a velocity V to a rocket whose 
own mass is mR one must have the following initial supply of fuel: 

mF =mR 

5.6.2 The Barometric Formula 

( e y / - - l ) . 

This is the name given to the formula that exhibits the dependence of atmo­
spheric pressure on elevation above sea level. 

Let p(h) be the pressure at elevation h. Since p(h) is the weight of the 
column of air above an area of 1 cm2 at elevation h, it follows that p(h + 
A) differs from p(h) by the weight of the portion of the gas lying in the 
parallelepiped whose base is the original area of 1cm2 and the same area 
at elevation h + A. Let p(h) be the density of air at elevation h. Since p(h) 
depends continuously on h, one may assume that the mass of this portion of 

27 This formula is sometimes connected with the name of K. E. Tsiolkovskii (1857-
1935), a Russian scientist and the founder of the theory of space flight. But it 
seems to have been first obtained by the Russian specialist in theoretical mechan­
ics I. V. Meshcherskii (1859-1935) in an 1897 paper devoted to the dynamics of 
a point of variable mass. 
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air is calculated from the formula 

p(£) g/cm3 • 1 cm2 • A cm = p(£)A g , 

where £ is some height between ft and h + A. Hence the weight of that mass28 

is g • ,*(0 A 
Thus, 

p(h + A)-p(h) = -gp(t)A. 

After dividing this equality by A and passing to the limit as A -> 0, 
taking account of the relation £ —>• ft, we obtain 

p'(/i) = -0P(/ i) . (5.140) 

Thus the rate of variation in atmospheric pressure has turned out to be 
proportional to the density of the air at the corresponding elevation. 

To obtain an equation for the function p(ft), we eliminate the function 
p(h) from (5.140). By Clapeyron's law29 (the ideal gas law) the pressure p, 
molar volume V, and temperature T of the gas (on the Kelvin30 scale) are 
connected by the relation 

% = R, (5-141) 

where R is the so-called universal gas constant. If M is the mass of one mole 
M 
V • 

of air and V its volume, then p = ^ , so that from (5.141) we find 

V V M M 

Setting A = -j^T, we thus have 

p = \{T)p . (5.142) 

If we now assume that the temperature of the layer of air we are describing 
is constant, we finally obtain from (5.140) and (5.142) 

P'{h) = -^p{h) . (5.143) 

This differential equation can be rewritten as 

P'(h) _ 9 

or 

from which we derive 

p(h) X 

(\npY(h)=(-^h)' 

lnp(ft) = - | f t + c, 
A 

28 Within the region where the atmosphere is noticeable, g may be regarded as 
constant. 

29 B. P. E. Clapeyron (1799-1864) - French physicist who studied thermodynamics. 
30 W.Thomson (Lord Kelvin) (1824-1907) - famous British physicist. 
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or 
p(h) = ec • e-WVh . 

The factor ec can be determined from the known initial condition 
p(0) = po> from which it follows that ec = po. 

Thus, we have found the following dependence of pressure on elevation: 

p = p0e-Wx)h . (5.144) 

For air at room temperature (of order 300 K = 27° C) the value of A is 
known: A « 7.7 • 108 (cm/s)2. It is also known that g « 103cm/s2 . Thus 
formula (5.144) acquires a completely finished form after these numerical 
values of g and A are substituted. In particular, one can see from (5.144) 
that the pressure decreases by a factor of e (« 3) times at elevation h = ^ = 
7.7 • 105 cm = 7.7 km. It increases the same number of times if one descends 
in a mine shaft to a depth of the order of 7.7 km. 

5.6.3 Radioactive Decay, Chain Reactions, and Nuclear Reactors 

It is known that the nuclei of heavy elements are subject to sporadic (spon­
taneous) decay. This phenomenon is the so-called natural radioactivity. 

The main statistical law of radioactivity (which is consequently valid for 
amounts and concentrations of a substance that are not too small) is that 
the number of decay events over a small interval of time h starting at time t 
is proportional to h and to the number N(i) of atoms of the substance that 
have not decayed up to time t, that is, 

N(t + h)- N(t) « -XN(t)h , 

where A > 0 is a numerical coefficient that is characteristic of the chemical 
element. 

Thus the function N(t) satisfies the now familiar differential equation 

N'(t) = -XN(t) , (5.145) 

from which it follows that 

N(t) = N0e~xt , 

where No = N(0) is the initial number of atoms of the substance. 
The time T required for half of the initial number of atoms to decay is 

called the half-life of the substance. The quantity T can thus be found from 
the equation e~XT = | , that is, T = ^ « ^ p . For example, for polonium-
210 (Po210) the half-life T is approximately 138 days, for radium-226 (Ra226), 
T « 1600years, for uranium-235 (U235), T « 7.1-108 years, and for its isotope 
U238, T « 4.5 -109 years. 
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A nuclear reaction is an interaction of nuclei or of a nucleus with elemen­
tary particles resulting in the appearance of a nucleus of a new type. This 
may be nuclear fusion, in which the coalescence of the nuclei of lighter ele­
ments leads to the formation of nuclei of a heavier element (for example, two 
nuclei of heavy hydrogen - deuterium - yield a helium nucleus along with 
a release of energy); or it may be the decay of a nucleus and the formation 
of one or more nuclei of lighter elements. In particular, such decay occurs in 
approximately half of the cases when a neutron collides with a U235 nucleus. 
The breakup of the uranium nucleus leads to the formation of 2 or 3 new neu­
trons, which may then participate in further interactions with nuclei, causing 
them to split and thereby leading to further multiplication of the number of 
neutrons. A nuclear reaction of this type is called a chain reaction. 

We shall describe a theoretical mathematical model of a chain reaction in 
a radioactive element and obtain the law of variation in the number N(t) of 
neutrons as a function of time. 

We take the substance to have the shape of a sphere of radius r. If r 
is not too small, on the one hand new neutrons will be generated over the 
time interval h measured from some time t in a number proportional to h 
and N(i), while on the other hand some of the neutrons will be lost, having 
moved outside the sphere. 

If v is the velocity of a neutron, then the only ones that can leave the 
sphere in time h are those lying within vh of its boundary, and of those only 
the ones whose direction of motion is approximately along a radius. Assuming 
that those neutrons constitute a fixed proportion of the ones lying in this zone, 
and that neutrons are distributed approximately uniformly throughout the 
sphere, one can say that the number of neutrons lost over the time interval 
h is proportional to N(t) and the ratio of the volume of this boundary layer 
to the volume of the sphere. 

What has just been said leads to the equality 

N(t + h)- N(t) « aN(t)h - -N(t)h (5.146) 
r 

(since the volume of the boundary layer is approximately 47rr2vh, and the 
volume of the sphere is §7rr3). Here the coefficients a and j3 depend only on 
the particular radioactive substance. 

After dividing by h and passing to the limit in (5.146) as h —>> 0, we obtain 

N'(t)= (a-^N(t), (5.147) 

from which 

N(t) = N0expUa-^y\ . 

It can be seen from this formula that when (a — f ) > 0, the number of 
neutrons will increase exponentially with time. The nature of this increase, 
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independently of the initial condition iVo, is such that practically total decay 
of the substance occurs over a very short time interval, releasing a colossal 
amount of energy - that is an explosion. 

If (a — *:) < 0, the reaction ceases very quickly since more neutrons are 
being lost than are being generated. 

If the boundary condition between the two conditions just considered 
holds, that is, a — & = 0, an equilibrium occurs between the generation of 
neutrons and their exit from the reaction, as a result of which the number of 
neutrons remains approximately constant. 

The value of r at which a — - = 0 is called the critical radius, and the 
mass of the substance in a sphere of that volume is called the critical mass 
of the substance. 

For U235 the critical radius is approximately 8.5 cm, and the critical mass 
approximately 50 kg. 

In nuclear reactors, where steam is produced by a chain reaction in a 
radioactive substance there is an artificial source of neutrons, providing the 
fissionable matter with a certain number n of neutrons per unit time. Thus 
for an atomic reactor Eq. (5.147) is slightly altered: 

N'(t) =(a- -)N(t) + n . (5.148) 

This equation can be solved by the same device as Eq. (5.147), since 

(a-/3/t)iV(t)+7i i s t h e Privative of the function a _ ^ / r In [(a - %)N(t) + n] if 

a — f ^ 0. Consequently the solution of Eq. (5.148) has the form 

f Noe^-V* - ^j-r [1 - e<"-*/'>*] if a - f ? 0 , 
N(t) = \ 

{ N0 + nt if a - f = 0 . 

It can be seen from this solution that if a — f > 0 (supercritical mass), 
an explosion occurs. If the mass is pre-critical, however, that is, a — f < 0, 
we shall very soon have 

N(t) « j ^ - . 
z: - a 

r 
Thus, if the mass of radioactive substance is maintained in a pre-critical 

state but close to critical, then independently of the power of the additional 
neutron source, that is, independently of n, one can obtain higher values 
of N(t) and consequently greater power from the reactor. Keeping the pro­
cess in the pre-critical zone is a delicate matter and is achieved by a rather 
complicated automatic control system. 

5.6.4 Falling Bodies in the Atmosphere 

We are now interested in the velocity v(t) of a body falling to Earth under 
the influence of gravity. 
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If there were no air resistance, the relation 

*(*) = 9 , (5-149) 

would hold for fall from relatively low altitudes. This law follows from New­
ton's second law ma = F and the law of universal gravitation, by virtue of 
which for h <C R (where R is the radius of the Earth) 

Mm Mm 
m=GwTm? G^=gm-

A body moving in the atmosphere experiences resistance depending on 
the velocity of the motion, as a result of which the velocity of free fall for a 
heavy body in the atmosphere does not increase without bound, but stabilizes 
at some level. For example, a sky diver reaches a steady velocity between 50 
and 60 meters per second in the lower layers of the atmosphere. 

For the range of velocities from 0 to 80 meters per second we shall regard 
the resisting force as proportional to the velocity. The constant of propor­
tionality of course depends on the shape of the body, which in some cases 
one tries to make streamlined (a bomb) while in other cases the opposite goal 
is pursued (a parachute). Equating the forces acting on the body, we arrive 
at the following equation, which must be satisfied by a body falling in the 
atmosphere: 

mv(t) = mg — av . (5.150) 

Dividing this equation by m and denoting ^ by /?, we finally obtain 

v(t) = -0v + g. (5.148') 

We have now arrived at an equation that differs from Eq. (5.148) only in 
notation. We remark that if we set —f3v(t) + g = f(i), then, since f'(t) = 
—(3vf(t), one can obtain from (5.148') the equivalent equation 

fit) = -em, 
which is the same as Eq. (5.143) or (5.145) except for notation. Thus we have 
once again arrived at an equation whose solution is the exponential function 

/(*) = / (O)e -* . 

It follows from this that the solution of Eq. (5.148') has the form 

«(*) = jj9 + («o - ^ ) e " * , 

and the solution of the basic equation (5.150) has the form 

v(t) = ^g+(v0--g)e-Wm», (5.151) 

where VQ = v(0) is the initial vertical velocity of the body. 
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It can be seen from (5.151) that for a > 0 a body falling in the atmosphere 
reaches a steady state at which v(t) « ^g. Thus, in contrast to fall in airless 
space, the velocity of descent in the atmosphere depends not only on the 
shape of the body, but also on its mass. As a —> 0, the right-hand side of 
(5.151) tends to VQ + gt, that is, to the solution of Eq. (5.149) obtained from 
(5.150) when a = 0. 

Using formula (5.151), one can get an idea of how quickly the limiting 
velocity of fall in the atmosphere is reached. 

For example, if a parachute is designed to that a person of average size 
will fall with a velocity of the order 10 meters per second when the parachute 
is open, then, if the parachute opens after a free fall during which a velocity of 
approximately 50 meters per second has been attained, the person will have 
a velocity of about 12 meters per second three seconds after the parachute 
opens. 

Indeed, from the data just given and relation (5.151) we find ^g « 10, 
^ « 1, VQ = 50m/s, so that relation (5.151) assumes the form 

v(t) = 10 + 40e_ t . 

Since e3 « 20, for t = 3, we obtain v ~ 12 m/s. 

5.6.5 The Number e and the Function exp x Revisited 

By examples we have verified (see also Problems 3 and 4 at the end of this 
section) that a number of natural phenomena can be described from the 
mathematical point of view by the same differential equation, namely 

f'{x) = af(x) , (5.152) 

whose solution f(x) is uniquely determined when the "initial condition" / (0) 
is specified. Then 

f(x) = f(0)eax . 

We introduced the number e and the function e* = expx in a rather 
formal way earlier, assuring the reader that e really was an important number 
and expx really was an important function. It is now clear that even if we had 
not introduced this function earlier, it would certainly have been necessary 
to introduce it as the solution of the important, though very simple equation 
(5.152). More precisely, it would have sufficed to introduce the function that 
is the solution of Eq. (5.152) for some specific value of a, for example, a = 1; 
for the general equation (5.152) can be reduced to this case by changing to 
a new variable t connected with x by the relation x = ^ , (a ^ 0). 

Indeed, we then have 

. i n( \ dF(t) 

m-,(i)-m, m—fr-arm 
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and instead of the equation f'{x) = af(x) we then have aF'{t) = aF(t), or 
F'(t) = F(t). 

Thus, let us consider the equation 

fix) = f(x) (5.153) 

and denote the solution of this equation satisfying / (0) = 1 by expx. 
Let us check to see whether this definition agrees with our previous defi­

nition of expx. 
Let us try to calculate the value of f(x) starting from the relation 

/(0) = 1 and the assumption that / satisfies (5.153). Since / is differen-
tiable, it is continuous. But then Eq. (5.153) implies that f(x) is also con­
tinuous. Moreover, it follows from (5.153) that / also has a second derivative 
f"(x) = / ' (# ) , and in general that / is infinitely differentiate. Since the rate 
of variation f(x) of the function f(x) is continuous, the function / ' changes 
very little over a small interval h of variation of its argument. Therefore 
f(xo + h) = f(xo) + f'(£)h « f(xo) + f'{xo)h. Let us use this approximate 
formula and traverse the interval from 0 to x in small steps of size h = ^, 
where n G N. If XQ = 0 and £/c+i = %k + h, we should have 

/(xjb+i) « f(xk) + f(xk)h . 

Taking account of (5.153) and the condition /.(0) = 1, we have 

f(x) = f(xn) « / ( x n _ i ) + f'(xn-i)h = 

= / ( x n - i X l + h) « ( /(xn_2) + f'{xn.2)ti){l + h) = 

= / (Xn_2)( l + hf « . . . « /(X0)(l + h)n = 

It seems natural (and this can be proved) that the smaller the step h = ^, 
the closer the approximation in the formula f(x) ~ (l + ^) . 

Thus we arrive at the conclusion that 

/ ( * ) = lim ( l + - ) \ 

In particular, if we denote the quantity / ( l ) = lim (l + - ) by e and 

show that e 7̂  1, we shall have obtained 

fix) = lim (l + -Y = lim(l + *)*/* = lim [(1 + t ) 1 / T = e* , (5.154) 

since we know that ua —> va if w —> v. 
This method of solving Eq. (5.153) numerically, which enabled us to ob­

tain formula (5.154), was proposed by Euler long ago, and is called Euler's 
polygonal method. This name is connected with the fact that the computa­
tions carried out in it have a geometric interpretation as the replacement 
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of the solution f(x) of the equation (or rather its graph) by an approx­
imating graph consisting of a broken line whose links on the correspond­
ing closed intervals [#&,#.*:+1] (k = 0 , . . . , n — 1) are given by the equations 
y = f(xk) + f(xk)(x - xk) (see Fig. 5.34). 

We have also encountered the definition of the function exp x as the sum 
oo 

of the power series ]T) ^xn. This definition can also be reached from Eq. 
n=0 

(5.153) by using the following frequently-applied device, called the method of 
undetermined coefficients. We seek a solution of Eq. (5.153) as the sum of a 
power series 

f(x) = c0 + dx + • • • + cnx
n + • • • , (5.155) 

whose coefficients are to be determined. 
As we have seen (Theorem 1 of Sect. 5.5) Eq. (5.155) implies that cn = 

^ ) But, by (5.153), /(0) = / '(0) = • • • = /<*)(0) = • • -, and since /(0) = 
1, we have cn = ^ , that is, if the solution has the form (5.155) and /(0) = 1, 
then necessarily 

/(*) 
1 1 

1 + n x + 2 ! ^ + ' + -,xn + • 

We could have verified independently that the function defined by this 
series is indeed differentiable (and not only at x = 0) and that it satisfies Eq. 
(5.153) and the initial condition /(0) = 1. However, we shall not linger over 
this point, since our purpose was only to find out whether the introduction 
of the exponential function as the solution of Eq. (5.153) with the initial 
condition /(0) = 1 was in agreement with what we had previously meant by 
the function expx. 

We remark that Eq. (5.153) could have been studied in the complex plane, 
that is, we could have regarded x as an arbitrary complex number. When this 
is done, the reasoning we have carried out remains valid, although some of 
the geometric intuitiveness of Euler's method may be lost. 
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Thus it is natural to expect that the function 

eZ = 1 + h.z+hz2+---+h.zn+---
is the unique solution of the equation 

satisfying the condition /(0) = 1. 

5.6.6 Oscillations 

If a body suspended from a spring is displaced from its equilibrium position, 
for example by lifting it and then dropping it, it will oscillate about its 
equilibrium position. Let us describe this process in its general form. 

Suppose it is known that a force is acting on a point mass m that is free 
to move along the x-axis, and that the force F = —kx is proportional31 to 
the displacement of the point from the origin. Suppose also that we know the 
initial position XQ = x(0) of the point mass and its initial velocity vo = x(0). 
Let us find the dependence x = x(t) of the position of the point on time. 

By Newton's law, this problem can be rewritten in the following purely 
mathematical form: Solve the equation 

mx(t) = -kx(t) (5.156) 

under the initial conditions XQ = x(0), x(0) = v$. 
Let us rewrite Eq. (5.156) as 

k 
x(t) + —x(t) = 0 (5.157) 

m 

and again try to make use of the exponential. Specifically, let us try to choose 
the number A so that the function x(t) = ext satisfies Eq. (5.157). 

Making the substitution x(t) = ext in (5.157), we obtain 

(A2 + - ) e A * = 0 , 

V mJ 

or 

A2 + - = 0 , (5.158) 
m 

that is, Ai = —y—^t M = y — ̂ - Since m > 0, we have the two imaginary 

numbers Ai = — i \ / ^ , A2 = i\/£ when k > 0. We had not reckoned on this 

31 In the case of a spring, the coefficient k > 0 characterizing its stiffness is called 
the modulus. 
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possibility; however, let us continue our study. By Euler's formula 

V*/™* = co8\ —t-ism\ - t , 
m 

~k 

m 

T Jy/k/mt = cos\ - t + i8m\ - t 
m 

Since differentiating with respect to the real variable t amounts to differ­
entiating the real and imaginary parts of the function ext separately, Eq. 

(5.157) must be satisfied by both functions cos J ^t and sin y^t. And this 
is indeed the case, as one can easily verify directly. Thus the complex ex­
ponential function has enabled us to guess two solutions of Eq. (5.157), any 
linear combination of which 

/
k l~k 

—£ + C2sin\ /— t , (5.159) 
m V m 

is obviously also a solution of Eq. (5.157). 
We choose the coefficients c\ and c<i in (5.159) from the condition 

XQ = x(0) = c\ , 

• /r\\ ( I • / / / 
^o = x(0) = — c\\ — sinW —t + C2\ — cos \ —t 

V Vm Vra Vm Vm t=o 
= c2\ — . 

m 

Thus the function 

/ x k fm . / k 
x(t) = xocos \ —t + VQ\ —sm\ —t 

V m V k V m 
(5.160) 

is the required solution. 
By making standard transformations we can rewrite (5.160) in the form 

x(t) Zn+^O 
>ra 

• s i n -t + a (5.161) 

where 

a = arcsm 
x0 

yfi% I 7 , 2 m 
^V0 k 

Thus, for k > 0 the point will make periodic oscillations with period 
T = 271-y^, that is, with frequency ^ = ^ J^, and amplitude JXQ + I ; Q | . 

We state this because it is clear from physical considerations that the solution 
(5.160) is unique. (See Problem 5 at the end of this section.) 

The motion described by (5.161) is called a simple harmonic oscillation, 
and Eq. (5.157) the equation of a simple harmonic oscillator. 
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Let us now turn to the case when k < 0 in Eq. (5.158). Then the two 

functions eXlt = exp ( — y—^t) and eA2i = exp (w — ̂ t) are real-valued 

solutions of Eq. (5.157) and the function 

x(t) = aeXlt + c2e
X2t (5.162) 

is also a solution. We choose the constants c\ and c2 from the conditions 

xo = x(0) = c\ + c2 , 

v0 = £(0) = ciAi + c2A2 . 

This system of linear equations always has a unique solution, since its 
determinant A2 — Ai is not 0. 

Since the numbers Ai and A2 are of opposite sign, it can be seen from 
(5.162) that for k < 0 the force F = —kx not only has no tendency to restore 
the point to its equilibrium position at x = 0, but in fact as time goes on, 
carries it an unlimited distance away from this position if XQ or VQ is nonzero. 
That is, in this case x = 0 is a point of unstable equilibrium. 

In conclusion let us consider a very natural modification of Eq. (5.156), 
in which the usefulness of the exponential function and Euler's formula con­
necting the basic elementary functions shows up even more clearly. 

Let us assume that the particle we are considering moves in a medium (the 
air or a liquid) whose resistance cannot be neglected. Suppose the resisting 
force is proportional to the velocity of the point. Then, instead of Eq. (5.156) 
we must write 

mx(t) = —ax(t) — kx(t) , 

which we rewrite as 

x(t) + —x(t) + —x(t) = 0 . (5.163) 
rn m 

If once again we seek a solution of the form x(t) = eA£, we arrive at the 
quadratic equation 

,9 or* k 
A2 + - A + - = 0 , 

m m 

whose roots are A1)2 = - ^ ± Va2
2^4mfc. 

The case when a2 — 4mk > 0 leads to two real roots Ai and A2, and the 
solution can be found in the form (5.162). 

We shall study in more detail the case in which we are more interested, 
when a2 — 4mk < 0. Then both roots Ai and A2 are complex, but not purely 
imaginary: 

a . yjAmk — a2 

2m 2m 
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In this case Euler's formula yields 

eXlt = exp ( — - — t ) ( c o s u t — isinut) , 
V 2ra / 

eX2t = exp ( — - — t ) (cos ut + i sin ut) , 
V 2ra / 

where u = x / 4 ^ ~ a 2 . Thus we find the two real-valued solutions 
exp ( — ̂ ) cosut and exp ( — ̂ ) smut of Eq. (5.163), which would have 
been very difficult to guess. We then seek a solution of the original equation 
in the form of a linear combination of these two 

x(t) = exp ( — - — t J (ci cos ut + C2 sin ut) , (5.164) 

choosing c\ and C2 so tha t the initial conditions x(0) = XQ and x(Q) = v$ are 
satisfied. 

The system of linear equations tha t results, as one can verify, always has 
a unique solution. Thus, after transformations, we obtain the solution of the 
problem from (5.164) in the form 

x(t) = Aexp ( — - — t ) sin(ut + a) , (5.165) 

where A and a are constants determined by the initial conditions. 
It can be seen from this formula tha t , because of the factor exp ( — ^ t ) , 

when a > 0 and m > 0, the oscillations will be damped and the rate of 
damping of the amplitude depends on the ratio ^ . The frequency of the 

oscillations -^u = ^ y ^ - ( ^ ) will not vary over t ime. The quanti ty u 

also depends only on the ratios ^ and ^ , which, however, could have been 

foreseen from the form (5.163) of the original equation. When a = 0, we 

again return to undamped harmonic oscillations (5.161) and Eq. (5.157). 

5.6.7 P r o b l e m s and Exerc i ses 

1. Efficiency in rocket propulsion. 

a) Let Q be the chemical energy of a unit mass of rocket fuel and u the outflow 
speed of the fuel. Then ^u2 is the kinetic energy of a unit mass of fuel when ejected. 
The coefficient a in the equation \w2 = OLQ is the efficiency of the processes of 
burning and outflow of the fuel. For solid fuel (smokeless powder) u = 2km/s 
and Q = lOOOkcal/kg, and for liquid fuel (gasoline with oxygen) u = 3km/s and 
Q = 2500 kcal/kg. Determine the efficiency a for these cases. 

b) The efficiency of a rocket is defined as the ratio of its final kinetic energy 
mn2^- to the chemical energy of the fuel burned ITIFQ. Using formula (5.139), obtain 
a formula for the efficiency of a rocket in terms of mR, mF, Q, and a (see part a)). 

c) Evaluate the efficiency of an automobile with a liquid-fuel jet engine, if the 
automobile is accelerated to the usual city speed limit of 60 km/h. 
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d) Evaluate the efficiency of a liquid-fuel rocket carrying a satellite into low 
orbit around the earth. 

e) Determine the final speed for which rocket propulsion using liquid fuel is 
maximally efficient. 

f) Which ratio of masses mp/mR yields the highest possible efficiency for any 
kind of fuel? 

2. The barometric formula. 

a) Using the data from Subsect. 5.6.2, obtain a formula for a correction term to 
take account of the dependence of pressure on the temperature of the air column, 
if the temperature is subject to variation (for example, seasonal) within the range 
±40° C. 

b) Use formula (5.144) to determine the dependence of pressure on elevation 
at temperatures of —40° C, 0° C, and 40° C, and compare these results with the 
results given by your approximate formula from part a). 

c) Suppose the air temperature in the column varies with elevation according 
to the law T'{h) = —aTo, where To is the air temperature at the surface of the 
earth and a « 7 • 10 _ 7 cm _ 1 . Derive a formula for the dependence of pressure on 
elevation under these conditions. 

d) Find the pressure in a mine shaft at depths of 1 km, 3 km and 9 km using 
formula (5.144) and the formula that you obtained in c). 

e) Independently of altitude, air consists of approximately 1/5 oxygen. The 
partial pressure of oxygen is also approximately 1/5 of the air pressure. A certain 
species of fish can live under a partial pressure of oxygen not less than 0.15 atmo­
spheres. Should one expect to find this species in a river at sea level? Could it be 
found in a river emptying into Lake Titicaca at an elevation of 3.81 km? 

3 . Radioactive decay. 

a) By measuring the amount of a radioactive substance and its decay products in 
ore samples of the Earth, assuming that no decay products were originally present, 
one can estimate the age of the Earth (at least from the time when the substance 
appeared). Suppose that in a rock there are m grams of a radioactive substance 
and r grams of its decay product. Knowing the half-life T of the substance, find 
the time elapsed since the decay began and the amount of radioactive substance in 
a sample of the same volume at the initial time. 

b) Atoms of radium in an ore constitute approximately 10 - 1 2 of the total num­
ber of atoms. What was the radium content 105, 106, and 5 • 109 years ago? (The 
age of the Earth is estimated at 5 • 109 years.) 

c) In the diagnosis of kidney diseases one often measures the ability of the 
kidneys to remove from the blood various substances deliberately introduced into 
the body, for example creatin (the "clearance test"). An example of an opposite 
process of the same type is the restoration of the concentration of hemoglobin in 
the blood of a donor or of a patient who has suddenly lost a large amount of 
blood. In all these cases the decrease in the quantity of the substance introduced 
(or, conversely, the restoration of an insufficient quantity) is subject to the law 
N = iVoe - t / r , where N is the amount (in other words, the number of molecules) of 
the substance remaining in the body after time t has elapsed from the introduction 



5.6 Examples of Differential Calculus in Natural Science 305 

of the amount No and r is the so-called lifetime: the time elapsed when 1/e of the 
quantity originally introduced remains in the body. The lifetime, as one can easily 
verify, is 1.44 times larger than the half-life, which is the time elapsed when half of 
the original quantity of the substance remains. 

Suppose a radioactive substance leaves the body at a rate characterized by the 
lifetime TO, and at the same time decays spontaneously with lifetime ra. Show that 
in this case the lifetime r characterizing the time the substance remains in the body 
is determined by the relation r _ 1 = r0

_1 -f r^1. 

d) A certain quantity of blood containing 201 mg of iron has been taken from a 
donor. To make up for this loss of iron, the donor was ordered to take iron sulfate 
tablets three times a day for a week, each tablet containing 67 mg of iron. The 
amount of iron in the donor's blood returns to normal according to an exponential 
law with lifetime equal to approximately seven days. Assuming that the iron from 
the tablets enters the bloodstream most rapidly immediately after the blood is 
taken, determine approximately the portion of the iron in the tablets that will 
enter the blood over the time needed to restore the normal iron content in the 
blood. 

e) A certain quantity of radioactive phosphorus P 3 2 was administered to diag­
nose a patient with a malignant tumor, after which the radioactivity of the skin 
of the thigh was measured at regular time intervals. The decrease in radioactivity 
was subject to an exponential law. Since the half-life of phosphorus is known to be 
14.3 days, it was possible to use the data thus obtained to determine the lifetime 
for the process of decreasing radioactivity as a result of biological causes. Find this 
constant if it has been established by observation that the lifetime for the overall 
decrease in radioactivity was 9.4 days (see part c) above). 

4. Absorption of radiation. The passage of radiation through a medium is accom­
panied by partial absorption of the radiation. In many cases (the linear theory) one 
can assume that the absorption in passing through a layer two units thick is the 
same as the absorption in successively passing through two layers, each one unit 
thick. 

a) Show that under this condition the absorption of radiation is subject to the 
law I = ioe_fc*, where Io is the intensity of the radiation falling on the absorbing 
substance, I is the intensity after passing through a layer of thickness /, and fc is a 
coefficient having the physical dimension inverse to length. 

b) In the case of absorption of light by water, the coefficient k depends on 
the wave length of the incident light, for example as follows: for ultraviolet k = 
1.4 • 10~2 cm - 1 ; for blue k = 4.6 • 10~4 cm - 1 ; for green k = 4.4 • 10~4 c m - 1 ; for red 
k = 2.9 • 10 _ 3 cm _ 1 . Sunlight is falling vertically on the surface of a pure lake 10 
meters deep. Compare the intensities of these components of sunlight listed above 
the surface of the lake and at the bottom. 

5. Show that if the law of motion of a point x = x(t) satisfies the equation mx + 
kx = 0 for harmonic oscillations, then 

a) the quantity E = ™^I*1 + hs^M [s constant (E = K + U is the sum of 

the kinetic energy K = rnx
2 ^' of the point and its potential energy U = x

 2 at 
time t); 
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b) if x(0) = 0 and x(0) = 0, then x(t) = 0; 

c) there exists a unique motion x = x(t) with initial conditions x(0) = XQ and 
x(Q) = v0. 

d) Verify that if the point moves in a medium with friction and x = x{t) satisfies 
the equation mx + otx + kx = 0, a > 0, then the quantity E (see part a)) decreases. 
Find its rate of decrease and explain the physical meaning of the result, taking 
account of the physical meaning of E. 

6. Motion under the action of a Hooke32 central force (the plane oscillator). 
To develop Eq. (5.156) for a linear oscillator in Subsect. 5.6.6 and in Problem 

5 let us consider the equation mf(t) = —kr(t) satisfied by the radius-vector r(t) 
of a point of mass m moving in space under the attraction of a centripetal force 
proportional to the distance \r(t)\ from the center with constant of proportionality 
(modulus) k > 0. Such a force arises if the point is joined to the center by a Hooke 
elastic connection, for example, a spring with constant k. 

a) By differentiating the vector product r(t) x r(£), show that the motion takes 
place in the plane passing through the center and containing the initial position 
vector ro = r(£o) and the initial velocity vector ro = r(£o) (a plane oscillator). If 
the vectors ro = r(£o) and ro = r(£o) are collinear, the motion takes place along 
the line containing the center and the vector ro (the linear oscillator considered in 
Subsect. 5.6.6). 

b) Verify that the orbit of a plane oscillator is an ellipse and that the motion is 
periodic. Find the period of revolution. 

c) Show that the quantity E = mr2(t) + kr2(t) is conserved (constant in time). 

d) Show that the initial data ro = r(£o) and ro = r(£o) completely determine 
the subsequent motion of the point. 

7. Ellipticity of planetary orbits. 

The preceding problem makes it possible to regard the motion of a point under 
the action of a central Hooke force as taking place in a plane. Suppose this plane is 
the plane of the complex variable z = x + '\y. The motion is determined by two real-
valued functions x = x(t), y = y(t) or, what is the same, by one complex-valued 
function z = z{t) of time t. Assuming for simplicity in Problem 6 that m = 1 and 
k = 1, consider the simplest form of the equation of such motion z(t) = —z{t). 

a) Knowing from Problem 6 that the solution of this equation corresponding 
to the specific initial data zo = z(to), zo = z(to) is unique, find it in the form 
z(t) = cie l t + C2e~lt and, using Euler's formula, verify once again that the trajectory 
of motion is an ellipse with center at zero. (In certain cases it may become a circle 
or degenerate into a line segment - determine when.) 

b) Taking account of the invariance of the quantity \z(t)\2 + \z(t)\2 during the 
motion of a point z(t) subject to the equation z(t) = —z(t), verify that, in terms 

32 R. Hooke (1635-1703) - British scientist, a versatile scholar and experimenter. 
He discovered the cell structure of tissues and introduced the word cell. He was 
one of the founders of the mathematical theory of elasticity and the wave theory 
of light; he stated the hypothesis of gravitation and the inverse-square law for 
gravitational interaction. 
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of a new (time) parameter r connected with t by a relation r = r{t) such that 

^ = |^(t)|2 , the point w(t) = z2(t) moves subject to the equation ^ f = —CT^TJ, 

where c is a constant and w = w(t(r) J. Thus motion in a central Hooke force field 

and motion in a Newtonian gravitational field turn out to be connected. 

c) Compare this with the result of Problem 8 of Sect. 5.5 and prove that plan­
etary orbits are ellipses. 

d) If you have access to a computer, looking again at Euler's method, explained 
in Subsect. 5.6.5, first compute several values of ex using this method. (Observe that 
this method uses nothing except the definition of the differential, more precisely 
the formula f(xn) ~ f(xn-i) + f'(xn-\)h, where h = xn — xn-i.) 

Now let r(t) = (a?(t), y( t)) , r0 = r(0) = (1,0), r0 = r(0) = (0,1) and r(t) = 

— tr
rA)i3 • Using the formulas 

r ( t n ) « r ( U - i ) +v(£ n _i) / i , 

V(tn) « V(tn-l) +B.(tn-l)h , 

where v(t) = r(t), a(£) = ir(t) = r(t), use Euler's method to compute the trajectory 
of the point. Observe its shape and how it is traversed by a point as time passes. 

5.7 Primitives 

In differential calculus, as we have verified on the examples of the previous 
section, in addition to knowing how to differentiate functions and write re­
lations between their derivatives, it is also very valuable to know how to 
find functions from relations satisfied by their derivatives. The simplest such 
problem, but , as will be seen below, a very important one, is the problem 
of finding a function F(x) knowing its derivative F'(x) = f(x). The present 
section is devoted to an introductory discussion of tha t problem. 

5.7.1 T h e P r i m i t i v e and t h e Indef ini te Integral 

Def in i t ion 1. A function F(x) is a primitive of a function f(x) on an 
interval if F is differentiate on the interval and satisfies the equation 
F'(x) = f(x), or, what is the same, dF(x) = f(x) dx. 

Example 1. The function F(x) = a r c t a n x is a primitive of f(x) = y r^ - on 

the entire real line, since arctan ' x = j ^ . 

Example 2. The function F(x) = arccot ^ is a primitive of f(x) = j ^ on 
the set of positive real numbers and on the set of negative real numbers, since 
for x 7̂  0 
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What is the situation in regard to the existence of a primitive, and what 
is the set of primitives of a given function? 

In the integral calculus we shall prove the fundamental fact that every 
function that is continuous on an interval has a primitive on that interval. 

We present this fact for the reader's information, but in the present section 
we shall essentially use only the following characteristic of the set of primitives 
of a given function on an interval, already known to us (see Subsect. 5.3.1) 
from Lagrange's theorem. 

Proposition 1. If F\(x) and ^ ( x ) are two primitives of f(x) on the same 
interval, then the difference F\(x) — ^ ( x ) is constant on that interval. 

The hypothesis that F\ and F2 are being compared on a connected interval 
is essential, as was pointed out in the proof of this proposition. One can 
also see this by comparing Examples 1 and 2, in which the derivatives of 
F\ (x) = arctan x and F2 (x) = arccot ^ agree on the entire domain R \ 0 that 
they have in common. However, 

Fi(x) — F2(x) = arctanx — arccot - = arctanx - arctanx = 0 , 

for x > 0 while Fi(x) — i*2(#) = — TT for x < 0. For if x < 0, we have 
arccot - = 7r -f arctan x. 

X 

Like the operation of taking the differential, which has the name "differ­
entiation" and the mathematical notation dF(x) = Ff(x)dx, the operation 
of finding a primitive has the name "indefinite integration" and the mathe­
matical notation 

' f(x)dx, (5.166) 
/ • 

called the indefinite integral of f(x) on the given interval. 
Thus we shall interpret the expression (5.166) as a notation for any of the 

primitives of / on the interval in question. 
In the notation (5.166) the sign J is called the indefinite integral sign, / 

is called the integrand, and f(x) dx is called a differential form. 
It follows from Proposition 1 that if F(x) is any particular primitive of 

f(x) on the interval, then on that interval 

/ 
f(x) dx = F(x) + C , (5.167) 

that is, any other primitive can be obtained from the particular primitive 
F{x) by adding a constant. 

If F'{x) = / (#) , that is, F is a primitive of / on some interval, then by 
(5.167) we have 

d f f(x) dx = dF(x) = F'(x) dx = f(x) dx. (5.168) 
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Moreover, in accordance with the concept of an indefinite integral as any 
primitive, it also follows from (5.167) that 

/ dF(x) = f F'(x) dx = F(x) + C. (5.169) 

Formulas (5.168) and (5.169) establish a reciprocity between the opera­
tions of differentiation and indefinite integration. These operations are mu­
tually inverse up to the undetermined constant C that appears in (5.169). 

Up to this point we have discussed only the mathematical nature of the 
constant C in (5.167). We now give its physical meaning using a simple 
example. Suppose a point is moving along a line in such a way that its 
velocity v(t) is known as a function of time (for example, v(i) =v). If x(i) is 
the coordinate of the point at time t, the function x(t) satisfies the equation 
±{t) = v(t), that is, x(t) is a primitive of v(t). Can the position of a point on 
a line be recovered knowing its velocity over a certain time interval? Clearly 
not. Prom the velocity and the time interval one can determine the length 
s of the path traversed during this time, but not the position on the line. 
However, the position will also be completely determined if it is given at 
even one instant, for example, t = 0, that is, we give the initial condition 
x(0) = XQ. Until the initial condition is given, the law of motion could be 
any law of the form x(t) = x(t) + c, where x(t) is any particular primitive 
of v(t) and c is an arbitrary constant. But once the initial condition x(0) = 
x(0) + c = xo is given, all the indeterminacy disappears; for we must have 
x(0) = x(0) + c = x0, that is, c = x0 — x(0) and x(t) = x0 + [x(t) —x(0)]. This 
last formula is entirely physical, since the arbitrary primitive x appears in it 
only as the difference that determines the path traversed or the magnitude 
of the displacement from the known initial point x(0) = x$. 

5.7.2 The Basic General Methods of Finding a Primitive 

In accordance with the definition of the expression (5.166) for the indefinite 
integral, this expression denotes a function whose derivative is the integrand. 
From this definition, taking account of (5.167) and the laws of differentiation, 
one can assert that the following relations hold: 

a. / (au(x) + pv(x)) dx = a u(x) dx + (3 v(x) dx + c . (5.170) 

b. (uv)f dx = / u'(x)v(x)dx + [u(x)v'(x)<lx + c. (5.171) 

c / / 

/ f(x) dx = F(x) + c 
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on an interval Ix and cp : It —> Ix is a smooth (continuously differentiate) 
mapping of the interval It into Ix, then 

/ ( / ° <P)(t)<p'(t) dt=(Fo <p)(t) + c . (5.172) 

The equalities (5.170), (5.171), and (5.172) can be verified by differenti­
ating the left- and right-hand sides using the linearity of differentiation in 
(5.170), the rule for differentiating a product in (5.171), and the rule for 
differentiating a composite function in (5.172). 

Just like the rules for differentiation, which make it possible to differen­
tiate linear combinations, products, and compositions of known functions, 
relations (5.170), (5.171), and (5.172), as we shall see, make it possible in 
many cases to reduce the search for a primitive of a function either to the 
construction of primitives for simpler functions or to primitives that are al­
ready known. A set of such known primitives can be provided, for example, 
by the following short table of indefinite integrals, obtained by rewriting the 
table of derivatives of the basic elementary functions (see Subsect. 5.2.3): 

/ 

/ 

/ 

/ 

x" dx = — ^ - x a + 1 + c ( a / - l ) , 
a + 1 

-dx = \n\x\ + c , 
x 

ax dx = -—ax + c (0 < a ^ 1) , 
ma 

/ 

/ 

/ 

/ 

dx = e* + c , 

sin x dx = — cos x + c . 

cos x dx = sin x + c , 

1 , 
9 dx = tan x + c , 

1 , 
-7)— dx = —cot x + c 

I arcsin x + c 
: dX 

I 
y/1 — x2 1 — arccos x + c 

1 f arctan x + c , 
T~t—2 dx = { 
± + xz -arccot x + c , 

file:///n/x/
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/ coshxc 

/ — 
J cosh 

/ sinh x dx = cosh x + c , 

: dx = sinh x + c , 

— dx = tanh x + c , 
x 

/" 1 
/ o— dx — —coth x + c , 

7 sinh x 

/
. dx = In |x + v x2 ± ll + c , 

\/xir±T ' ' l + x 
1 - x + c. 

Each of these formulas is used on the intervals of the real line R on which 
the corresponding integrand is defined. If more than one such interval exists, 
the constant c on the right-hand side may change from one interval to another. 

Let us now consider some examples that show relations (5.170), (5.171) 
and (5.172) in action. We begin with a preliminary remark. 

Given that, once a primitive has been found for a given function on an 
interval the other primitives can be found by adding constants, we shall agree 
to save writing below by adding the arbitrary constant only to the final result, 
which is a particular primitive of the given function. 

a. Linearity of the Indefinite Integral This heading means that by rela­
tion (5.170) the primitive of a linear combination of functions can be found 
as the same linear combination of the primitives of the functions. 

Example 3. 

J (a0 + a\x H h anx
n) dx = 

= ao / 1 dx + a\ xdx -\ \- an xn dx = 

= c + aox + -d\x2 H 1 - a n x n + 1 . 
2 n+1 

Example 4-

(x+ -j=) dx= (x2 + 2y/x + - ) dx = 

= / x2 dx + 2 / x 1 / 2 dx + / - dx = - x 3 + - x 3 / 2 + In |x| + c . 
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Example 5. 

I cos2 — dx = / - ( 1 + cosx) dx = - / (1 + cosx) dx = 

1 / \ , 1 f , 1 1 . 
= - / 1 dx + - / cos x dx = -x + - sin x + c . 

b. Integration by Parts Formula (5.171) can be rewritten as 

u{x)v{x) = / u{x) dv{x) + / v(x) du(x) + c 

or, what is the same, as 

/ u{x) dv(x) = u{x)v{x) — \ v(x) du(x) + c . (5.171') 

This means that in seeking a primitive for the function u(x)vf(x) one 
can reduce the problem to finding a primitive for'v(x)u'(x), throwing the 
differentiation onto the other factor and partially integrating the function, 
as shown in (5.171'), separating the term u(x)v(x) when doing so. Formula 
(5.171') is called the formula for integration by parts. 

Example 6. 

j \nxdx = x\nx — j xd\nx = x\nx — x - —dx = 

= xlnx— / 1 dx = xln x — x + c . 

Example 7. 

fx2exdx= f x2dex =x2ex- f ex dx2 = x2ex - 2 f xex dx = 

= x2ex - 2 f xdex = x2ex -2(xex - f ex dx J = 

= x2ex - 2xex + 2e* + c = (x2 -2x + 2)ex + c . 

c. Change of Variable in an Indefinite Integral Formula (5.172) shows 
that in seeking a primitive for the function ( / o <p)(t) • (pf(t) one may proceed 
as follows: 

/ ( / o ¥>)(«) • V'(t) d* = / /(¥>(*)) Mt) = 

f(x) dx = F[x) + c = F(<p(t)) + c , 
/ • 

that is, first make the change of variable tp(t) = x in the integrand and pass 
to the new variable x, then, after finding the primitive as a function of x, 
return to the old variable t by the substitution x = (p(t). 

file:///nxdx
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Example 8. 

f tdt • 1 fd(t2 + l) 1 f dx 1 , , 1 , 2 _ 

Example 9. 

dx _ f dx _ f d(|) _ f J*E- - f dx - f II 
J sinx 7 2sin f cos f J tan § <p VyV^O W ,y UCLXX Q C O b ey 

/

du _ f d(tani^) _ f dv _ 

t&nucos2u J tanu J v 
= In \vI + c = In I tan id + c = In tan — 

2 + c. 

We have now considered several examples in which properties a, b, and c 
of the indefinite integral have been used individually. Actually, in the majority 
of cases, these properties are used together. 
Example 10. 

\ sin 2x cos 3x dx = - / (sin 5x — sin x) dx = 

= - I / sin 5x dx — / sin x dx J = - f - / sin 5x d(5x) + cos x ) = 

±Jsmudu+±< 
1 1 

. , cosx = — — cosx+ -cosx + c = 
XU / A XU Zi 

1 1 
= - cos x — — cos ox + c . 

Z XU 

Example 11. 

\ arcsin x dx = x arcsin x — / x d arcsin x = 

/" x , . 1 / " d f l - x 2 ) 
/ , dx = x arcsin x + - / 

7 v 1 — x2 2 7 
x arcsin x v T ^ 2 

= xarcsinx + - / u~1'2du = xarcsinx + u1'2 + c = 

= x arcsin x + y l — x2 + c . 

Example 12. 

/ eax cos 6x dx = - / cos bx deax = 

= -eax cos bx eax d cos bx = -eax cos bx + - / earc sin bx dx = 
a a J a a J 

= -eax cos bx + — / sin 6x dearc = -e a : c cos bx + — earc sin 6x • 
a 

& f nr , . , acosbx + bsinbx b2 f 
- -r- / earc dsm&x = 5 ~ / eax cos 6x dx . 
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Prom this result we conclude that 

a cos bx + b sin bx 

/ • a2 + 62 

We could have arrived at this result by using Euler's formula and the fact 
that the primitive of the function e^ a + l 6^ = eax cos bx + ieax sin bx is 

1
 c(o+i6)x _ 

a + ib^ 
a ~ i b Ja+ib)x _ 

a2 + P 
a cos bx + b sin bx 

= a2 + b2 

ax . a smx - bcosbx ax 
e + i 5—75 e • 

a2 + b2 

It will be useful to keep this in mind in the future. For real values of x this 
can easily be verified directly by differentiating the real and imaginary parts 
of the function - W a + i 6 K 

a+io 
In particular, we also find from this result that 

a sin bx — b cos bx nrr I eax sin bx dx = 
b2 

Even the small set of examples we have considered suffices to show that 
in seeking primitives for even the elementary functions one is often obliged 
to resort to auxiliary transformations and clever devices, which was not at 
all the case in finding the derivatives of compositions of the functions whose 
derivatives we knew. It turns out that this difficulty is not accidental. For 
example, in contrast to differentiation, finding the primitive of an elementary 
function may lead to a function that is no longer a composition of elementary 
functions. For that reason, one should not conflate the phrase "finding a 
primitive" with the sometimes impossible task of "expressing the primitive 
of a given elementary function in terms of elementary functions". In general, 
the class of elementary functions is a rather artificial object. There are very 
many special functions of importance in applications that have been studied 
and tabulated at least as well as, say sinx or ex. 

For example, the sine integral Si x is the primitive J ^ ^ dx of the function 
^ ^ that tends to zero as x —> 0. There exists such a primitve, but, like all 
the other primitives of ^ ^ , it is not a composition of elementary functions. 

Similarly, the function 

Ci x = / dx 
/ : 

specified by the condition Ci x —> 0 as x —> oo is not elementary. The function 
Cix is called the cosine integral 

The primitive J ^ of the function ^~ is also not elementary. One of 
the primitives of this function is denoted lix and is called the logarithmic 
integral. It satisfies the condition lix —> 0 as x —> +0. (More details about 
the functions Six, Cix, and lix will be given in Sect. 6.5.) 
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Because of these difficulties in finding primitives, rather extensive tables 
of indefinite integrals have been compiled. However, in order to use these 
tables successfully and avoid having to resort to them when the problem is 
very simple, one must acquire some skill in dealing with indefinite integrals. 

The remainder of this section is devoted to integrating some special classes 
of functions whose primitives can be expressed as compositions of elementary 
functions. 

5.7.3 Primitives of Rational Functions 

Let us consider the problem of integrating J R(x) dx, where R(x) = QT^T is 
a ratio of polynomials. 

If we work in the domain of real numbers, then, without going outside 
this domain, we can express every such fraction, as we know from algebra 
(see formula (5.135) in Subsect. 5.5.4) as a sum 

where p(x) is a polynomial (which arises when P(x) is divided by Q(x), but 
only when the degree of P(x) is not less than the degree of Q(x)), ajk, bjk, 
and Cjk are uniquely determined real numbers, and Q(x) = (x — X\)kl - — (x — 
xi)kl{x2 +Plx + gi )m i • • • (x2 + pnx + qn)

m». 
We have already discussed how to find the expansion (5.173) in Sect. 5.5. 

Once the expansion (5.173) has been constructed, integrating R(x) reduces 
to integrating the individual terms. 

We have already integrated a polynomial in Example 1, so that it remains 
only to consider the integration of fractions of the forms 

1 i bx + c . . _ T 

and -r—z rr , where k G N . (x — a)k (x2 + px + q)k 

The first of these problems can be solved immediately, since 

/ 

1 I n k l ( * - a ) - f c + 1 + c f o r f c ^ l , 
dx = < (5.174) 

v ; I In \x — a\ + c for k = 1 . 

With the integral 

/ 
bx + c 

ax (x2 + px + q)k 

we proceed as follows. We represent the polynomial x2 +px + q as {x + \p) + 
{q ~ \P2)I where q — \p2 > 0, since the polynomial x2 + px + q has no real 
roots. Setting x + \p = u and q — \p2 = a2, we obtain 
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f bx + c _ f au + /3 

J (x*+px + q)KaX- J W+^f 

where a = b and (3 = c — \bp. 
Next, 

J (u2 + a2)k 2 J (u2 + a2)k ~ 

^ ( u ' + a ' r ^ f o r f c ^ l 

| ln(u2 + a2) for k = 1 

and it remains only to study the integral 

(5.175) 

WiPTPF- <5'176) 
Integrating by parts and making elementary transformations, we have 

T — f ^u — u f u2du 
k = J (u2+a2)k ~ (u2 + a2)k + J (v? + a-2\k+l ) 

+ 2̂  / (t+al~J dU = T-^iL— + 2klk - 2ka*Ik+l , 
f (u2 + a2 

7 (u2 + a (u2 + a2)k J {u2 + a2)k+l (u2 + a2)k 

from which we obtain the recursion relation 

4 + 1 - 2ka2(u2+a2)k + ~2k^h ' ( 5 - 1 7 ? ) 

which makes it possible to lower the exponent k in the integral (5.176). But 
i i is easy to compute: 

/ l = / _ d ± _ = I / _ i ( | ) = I a r c t a n " + c . (5.178) 

Thus, by using (5.177) and (5.178), one can also compute the primitive 
(5.176). 

Thus we have proved the following proposition. 

Proposition 2. The primitive of any rational function R(x) = -J£\ can 
be expressed in terms of rational functions and the transcendental functions 
In and arctan. The rational part of the primitive, when placed over a com­
mon denominator, will have a denominator containing all the factors of the 
polynomial Q(x) with multiplicities one less than they have in Q(x). 

Example 13. Let us calculate / -^—'-iwl ', o\ ^x. 
2x2 + 5x + 5 

(x2-l)(x + 2) 
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Since the integrand is a proper fraction, and the factorization of the de­
nominator into the product (x— l ) (x+l ) (x+2) is also known, we immediately 
seek a partial fraction expansion 

2*2 + 5* + 5 A
 + A + ^ - (5-179) 

(x- l)(x + l)(x + 2) x - l x + 1 x + 2 

Putting the right-hand side of Eq. (5.179) over a common denominator, 
we have 

2x2 + bx + 5 _ (A + B + C)x2 + (34 + S)x + (2A -2B-C) 

(x - l)(x + l)(x + 2) (x - l)(x + l)(x + 2) 

Equating the corresponding coefficients in the numerators, we obtain the 
system 

A + B + C = 2 
34 + B = 5 
2A - 2B - C = 5 

from which we find (4, £ , C) = (2, -1 ,1 ) . 
We remark that in this case these numbers could have been found in 

one's head. Indeed, multiplying (5.179) by x — 1 and then setting x = 1 in 
the resulting equality, we would have A on the right-hand side, while the 
left-hand side would have been the value at x = 1 of the fraction obtained 
by striking out the factor x — 1 in the denominator, that is, A = 2 H ^ 5 = 2. 
One could proceed similarly to find B and C. 

Thus, 

2x2 + bx + 5 . _. f dx f dx f dx f 2x2 + 5x + 5 _ /* dx f dx f 

= 2 1 n b - II - l n b + ll + l n b + 2| + c = ln 

x + 2 
( x - l ) 2 ( x + 2) 

x - l 

Example 14- Let us compute a primitive of the function 

x7 - 2x6 + 4x5 - 5x4 + 4x3 -bx2 -x 

+ c. 

iJ(x) 
( x - l ) 2 ( x 2 + l ) 2 

We begin by remarking that this is an improper fraction, so that, removing 
the parentheses and finding the denominator Q(x) = x6 — 2x5 + 3x4 — Ax3 + 
3x2 — 2x + 1, we divide the numerator by it, after which we obtain 

x5 - x4 + x3 - 3x2 - 2x 
{X) ~ X + ( x - l ) 2 ( x 2 + l ) 2 ' 

and we then seek a partial-fraction expansion of the proper fraction 

x5 -x4+x3 -3x2 -2x A B Cx + D Ex + F , _ _ , 
(x - l)2{x2 + l ) 2 (x - l ) 2 x - 1 (x2 + l ) 2 x2 + 1 
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Of course the expansion could be obtained in the canonical way, by writing 
out a system of six equations in six unknowns. However, instead of doing that, 
we shall demonstrate some other technical possibilities that are sometimes 
used. 

We find the coefficient A by multiplying Eq. (5.180) by (x — l ) 2 and then 
setting x = 1. The result is A = — 1. We then transpose the fraction , ^ 2 , in 
which A is now the known quantity —1, to the left-hand side of Eq. (5.180). 
We then have 

x4 + x3 + 2x2 + x - 1 _ B Cx + D Ex + F 
(x - l)(x2 + l ) 2 " x - 1 + (x2 + l ) 2 + x2 + l ' ( j 

from which, multiplying (5.181) by x — 1 and then setting x = 1, we find 
B = l. 

Now, transposing the fraction ^ y to the left-hand side of (5.181), we 
obtain 

x2+x + 2 = Cx + D Ex + F 
(x2 +1)2 (x2 + 1)2 x2 +1 • [ j 

Now, after putting the right-hand side of (5.182) over a common denom­
inator, we equate the numerators 

x2 + x + 2 = Ex3 + Fx2 + (C + E)x + (D + F) , 

from which it follows that 

£7 = 0 , 
^ = 1 , 

C + E = 1 , 
D + F = 2 , 

or (C,D,E,F) = (1,1,0,1). 
We now know all the coefficients in (5.180). Upon integration, the first 

two fractions yield respectively -^j and In \x — 1|. Then 

/ 

Cx + D , x + 1 , 
d X = T - S TT77 d X (x2 + l ) 2 (x2 + l ) 2 

1 fd(x2 + l) f ds - 1 
2 7 (x2 + l ) 2 7 (x2 + l ) 2 2(x2 + 1) 2 

where 

h= , 2 , iX9 = ^ , „ 9 7 i\9 + ^ arctanx , 
dx _ 1 x 1 

c2 + l ) 2 = 2 (x2 + l ) 2 + 2 

which follows from (5.177) and (5.178). 
Finally, 

f Ex + F , f 1 , 
/ —z — dx = —z—- dx = arctan x . 

J x1 + 1 y x2 + 1 
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Gathering all the integrals, we finally have 

/ 

1 1 x 3 
R(x) dx = -x2 H + — ^ — - r ^ + In \x - 1| + - arctanx + c . 

2 x -1 2(x2 + 1)2 2 

Let us now consider some frequently encountered indefinite integrals 
whose computation can be reduced to finding the primitive of a rational 
function. 

5.7.4 Primitives of the Form / R(cos x, sin x) dx 

Let R(u, v) be a rational function in u and v, that is a quotient of poly­
nomials Q r 1 , which are linear combinations of monomials urnvn

1 where 
m = 0,1,2 . . . and n = 0,1, — 

Several methods exist for computing the integral J R(cosx, sinx) dx, one 
of which is completely general, although not always the most efficient. 

a. We make the change of variable t = tan | . Since 

l - t a n 2 f 2 t a n f 
cos x = o-^- » sin x — — 

1 + tan2 f ' 1 + tan2 § ' 

dx , . , 2dt 
dt = 7T-7 , that is, dx = TTT , 

2cos2f ' ' l + t a n 2 f ' 

it follows that 

j R{cosx,s\nx)dx = J R ( T ^ , YT^)lhdt' 

and the problem has been reduced to integrating a rational function. 
However, this way leads to a very cumbersome rational function; for that 

reason one should keep in mind that in many cases there are other possibilities 
for rationalizing the integral. 

b . In the case of integrals of the form J R(cos2 x, sin2 x) dx or 
J r ( t anx )dx , where r(u) is a rational function, a convenient substitution 
is t = tanx, since 

o J. o tan x 
cos x = 7y— , s i n x = 7y— , 

1 + tan^ x 1 + tan^ x 
dx , . , dt 

dt = —7T— , that is, dx = ~ . 
cos^ x 1 + tz 

Carrying out this substitution, we obtain respectively 

ji?(cos2 x,sin2 x) dx = J R ( Y ^ , 1 ^ 5 ) ^ -

/ r(tana;)da;= / r(t)-
dt 
+ t* • 
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c. In the case of integrals of the form 

/ R(cos x, sin2 x) sin x dx or / ft!(cos2 x, sin x) cos x dx 

One can move the functions sin x and cos x into the differential and make the 
substitution t = cos x or t = sin x respectively. After these substitutions, the 
integrals will have the form 

- / R(t, 1 - t2) dt or / R(l - t2, t) dt. 

Example 15. 

r dx r I 2dt 
J 3 + sinx " J 3 + I ^ ' 1 + 1 2 ~ 

f dt = 2 / d f t + | ) =2 [_ du 

J u* + 2t + 3 3 J (t+l)2 + l 3 7 u + (¥) 
1 3u 1 3£ + l 

—= arctan —— + c = —= arctan =- + c • 
V2 2 ^ y/2 2y/2 

1 
: arctan 

3 t a n f + 1 

y/2 2\/2 

Here we have used the universal change of variable t = tan §. 

Example 16. 

/

dx f dx 

(sin x + cos x)2 J cos2 x(tan x + l ) 2 

/
d t a n x f dt 1 

(tanx + 1)2 = J ~(FTlj2=~I7l+C = 

+ c, 

1 + tan x 

Example 17. 

I dx W: dx 

2 sin2 3x - 3 cos2 3x + 1 7 cos2 3x(2 tan2 3x - 3 + (1 + tan2 3x)) 

dtan3x 1 /* d* 1 12 f dy¥ =\i 3 t a n 2 3 x - 2 3 

~ 3^6 J u2-l ~ 6^/6 

1 r dt 1 2 
3 J 3t2-2~ 3 ^ 2 V 3 § * 2 - l 

In 
u-l 

w + 1 

6 ^ 
In 

\/i; * - i 

* + i 
+ C: 

6\/6 

+ c = 

tan 3x 
In" >/i 

t a n 3 x + w | 
+ c. 

Example 18. 

/

cos3x , /* 

— ^ d x = / 
sin' x J 

cos2 xd sin x 

sin7x / 

(i-t2)dt 
t7 

= l(t-7-t-5)dt = -lr6 + ]r4 + c=—4 V-
/ v ' 6 4 4sin4a; 6sin6a; 

+ c. 
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5.7.5 Primitives of the Form / R(x.y(x))dx / R(x,y(x))* 

Let R(x,y) be, as in Subsect. 5.7.4, a rational function. Let us consider some 
special integrals of the form 

/ R(x,y(x))dx , 

where y = y(x) is a function of x. 
First of all, it is clear that if one can make a change of variable x = x(t) 

such that both functions x = x{t) and y = y{x{i)) are rational functions of 
t, then xf(t) is also a rational function and 

/ R(x, y(x)) dx = R(x(t), y(x(t)))x'(t) dt, 

that is, the problem will have been reduced to integrating a rational function. 
Consider the following special choices of the function y = y(x). 

a - I f y = A / ^ + 5 >
 w h e r e n ^ N, then, setting tn = f£±£, we obtain 

d-tn-b 
x = , y = t, 

and the integrand rationalizes. 

Example 19. 

J \ x + l J \l-t3J 1-t3 J 1-t3 

l - * 3 J \l-t 1 d* 

t3 + l „ f dt 
= t-- ,+t -2/<r 1-t3 J (l-t)(l + t + t2) 

t „ f ( 1 2 + i 
7 Ui-i dt = 

1 - i 3 7 \ 3 ( l - < ) 3(1 + i + <2) 

= ^ ? + T: In 1 - t \- - / H—2- dt = 

= r^3 + 3 l n | 1 - i | - 3 l n [ ( i + 2 ) + 4 j -
2 2 / 1\ , Jx- 1 
= arctan —= U + - 1 + c , where t = \ . 

x/3 \ /3^ 2 ' V x + l 
b . Let us now consider the case when y = y/ax2 + bx + c, that is, integrals 

of the form 

/ # (# , v ax2 + 6x + c) dx . 
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By completing the square in the trinomial ax2 + bx + c and making a suitable 
linear substitution, we reduce the general case to one of the following three 
simple cases: 

/ R(t, y/t2 + 1) dt , / R(t, y/t2 - 1) dt , / R(t, \ A ~ t2) dt . (5.183) 

To rationalize these integrals it now suffices to make the following substi­
tutions, respectively: 

y/t2 + 1 = tu + 1 , or y/t2 + l = tu - 1 , or y/t2 + 1 = t-u; 

y/t2 - 1 = u(t - 1) , or \ A 2 - 1 = u(t + 1) , or y^ 2 - 1 = t-u; 

y/l-t2 = u{l -t), or y/l-t2 = u(l +*) , or ^ 1 - £2 = to ± 1 . 

These substitutions were proposed long ago by Euler (see Problem 3 at 
the end of this section). 

Let us verify, for example, that after the first substitution we will have 
reduced the first integral to the integral of a rational function. 

In fact, if y/t2 + 1 = tu + l, then t2 + 1 = t2u2 + 2tu + 1, from which we 
find 

2u 
l-u2 

and then 

\A2 + i 
2 1+W 

l-U2 ' 

Thus t and y/t2 + 1 have been expressed rationally in terms of u, and conse­
quently the integral has been reduced to the integral of a rational function. 

The integrals (5.183) can also be reduced, by means of the substitutions 
t = sinh<p, t = cosh<p, and t = sirup (or t = cos ip) respectively, to the 
following forms: 

/ f2(sinh <p, cosh <p) cosh <p dip, / f2(cosh <p, sinh ip) sinh <p dip 

and 

/ R(sin (p, cos ip) cos ip dip or — / f2(cos <p, sin ip) sin <p dip . 

Example 20. 

/

dx _ f dx _ f 

x + y/x2 + 2x + 2 ~ J x + J(x + l)2 + l ~ J t-1 

dt 

^(x + i ) 2 + 1 J t - i + y/WTl 

Setting y/t2 + 1 = u — t, we have 1 = u2 — 2tu, from which it follows that 
t= ^ 2 ^ . Therefore 
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1 / dt* _ 1 1 1 / / l 1_ _ ^ \ 
+ 2J u*(u-l)~ 2U]U 1| + 2 y U - l u2 J du 

= i l n | T i - l | + | l n 
l l 1 

+ 7T-+C u I 2ii 

It now remains to retrace the path of substitutions: u = t + \Jt2 + 1 and 
t = x + l. 

c. Elliptic integrals. Another important class of integrals consists of 
those of the form 

[R(x,y/P(xf)dx, (5.184) 

where P(x) is a polynomial of degree n > 2. As Abel and Liouville showed, 
such an integral cannot in general be expressed in terms of elementary func­
tions. 

For n = 3 and n = 4 the integral (5.184) is called an elliptic integral, and 
for n > 4 it is called hyperelliptic. 

It can be shown that by elementary substitutions the general elliptic in­
tegral can be reduced to the following three standard forms up to terms 
expressible in elementary functions: 

(5.185) 

(5.186) 

, , (5.187) 

(i + k V ( i - ^ 2 ) ( i - f t 2 ) / 

/ 
J V0~-
[ 

J v ^ 

dx 

-x2)(l-

x2dx 

-x2){l-

dx 

- k2x2) ' 

- k2x2) 

where h and k are parameters, the parameter k lying in the interval ]0,1[ in 
all three cases. 

By the substitution x = sin if these integrals can be reduced to the fol­
lowing canonical integrals and combinations of them: 

/ 

/ 
dlp (5.188) 

Vl-fc2"-2 
sin <p 

l-k2sm2ipdip, (5.189) 

dip 

(1 — h sin2 <p) y/l — k2 sin2 <p 
(5.190) 

The integrals (5.188), (5.189) and (5.190) are called respectively the ellip­
tic integral of first kind, second kind, and third kind (in the Legendre form). 
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The symbols F(k,(f) and E{k,(f) respectively denote the particular elliptic 
integrals (5.188) and (5.189) of first and second kind tha t satisfy F(k, 0) = 0 
and E(k, 0) = 0. 

The functions F(/c, <p) and E(k, <p) are frequently used, and for tha t reason 
very detailed tables of their values have been compiled for 0 < k < 1 and 
0 < (p < 7r/2. 

As Abel showed, it is natural to s tudy elliptic integrals in the complex 
domain, in intimate connection with the so-called elliptic functions, which 
are related to the elliptic integrals exactly as the function s inx, for example, 
is related to the integral / r^—^ — arcsin ip. 

5.7.6 P r o b l e m s a n d Exerc i se s 

1. Ostrogradskii's33 method of separating off the rational part of the integral of a 
proper rational fraction. 

Let S | y be a proper rational fraction, let q{x) be the polynomial having the 

same roots as Q(x), but with multiplicity 1, and let Q\(x) = ^rfr-
Show that 

a) the following formula of Ostrogradskii holds: 

where Q V\ and ^ y are proper rational fractions and f £*|j da; is a transcendental 
function. 

(Because of this result, the fraction * \xl in (5.191) is called the rational part 

of the integral / S f r da:.) 

b) In the formula 
P(x) _ fPi(x)\' + p(x) 
Q(x) \Qi(x)J q(x) 

obtained by differentiating Ostrogradskii's formula, the fraction ( ^ \xl ) can be 

given the denominator Q(x) after suitable cancellations. 

c) The polynomials q(x), Qi(x), and then also the polynomials p(rc), P\(x) can 
be found algebraically, without even knowing the roots of Q(x). Thus the rational 
part of the integral (5.191) can be found completely without even computing the 
whole primitive. 

d) Separate off the rational part of the integral (5.191) if 

P(x) = 2x6 + 3a:5 + 6a:4 + 6a:3 + 10a:2 + 3a: + 2 , 

Q(x) = x7 + 3a:6 + 5a:5 + 7a:4 + 7a:3 + 5a:2 + 3a: + 1 

(see Example 17 in Sect. 5.5). 

33 M. V. Ostrogradskii (1801-1861) - prominent Russian specialist in theoretical 
mechanics and mathematician, one of the founders of the applied area of research 
in the Petersburg mathematical school. 
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2. Suppose we are seeking the primitive 

' B e * . * , ™ * ) * . , (5,192) I' 
where R(u, v) = Q^ '^j is a rational function. 

Show that 

a) if R(—u,v) = R(u,v), then R(u,v) has the form R\(u2,v); 

b) if R(—u,v) = —R(u,v), then R(u,v) = u • R2(u2,v) and the substitution 
t = sin a; rationalizes the integral (5.192); 

c) If R(—u,—v) = R(u,v), then R(u,v) = i M ^ , ^ 2 ) , and the substitution 

£ = tana: rationalizes the integral (5.192). 

3. Integrals of the form 

/ R(X, \Jax2 + bx + c\ dx . (5.193) 

a) Verify that the integral (5.193) can be reduced to the integral of a rational 
function by the following Euler substitutions: 

t = y/ax2 + bx + c ± y/ax, if a > 0, 

t = A/fEf1 ^ #2 and X2 are real roots of the trinomial ax2 + bx + c. 

b) Let (xo, yo) be a point of the curve y2 = ax2 + bx + c and £ the slope of the 
line passing through (a?o, 2/o) and intersecting this curve in the point (x, y). Express 
the coordinates (x,y) in terms of (xo,yo) and t and connect these formulas with 
Euler's substitutions. 

c) A curve defined by an algebraic equation P(x, y) = 0 is unicursal if it admits 
a parametric description x = x(t), y = y(t) in terms of rational functions x(t) and 
y(t). Show that the integral f R(x,y(x))dx, where R(u,v) is a rational function 
and y(x) is an algebraic function satisfying the equation P(x, y) = 0 that defines 
the unicursal curve, can be reduced to the integral of a rational function. 

d) Show that the integral (5.193) can always be reduced to computing integrals 
of the following three types: 

[p£L=dx f dx 

J y/ax2 + bx + c J (x — xo)k • \lax2 + bx + c 
(Ac + 5 ) da; 

/ ; (x2 +px -{- a)171 • y/ax2 + bx + c 

4. a) Show that the integral 

fxm(a + bxn)pdx 

whose differential is a binomial, where ra, n, and p are rational numbers, can be 
reduced to the integral 

f(a + bt)ptqdt, (5.194) 

where p and q are rational numbers. 
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b) The integral (5.194) can be expressed in terms of elementary functions if one 
of the three numbers p, g, and p + q is an integer. (Chebyshev showed that there 
were no other cases in which the integral (5.194) could be expressed in elementary 
functions.) 

5. Elliptic integrals. 

a) Any polynomial of degree three with real coefficients has a real root xo, and 
can be reduced to a polynomial of the form t2(at4 + bt3 + ct2 + dt + e), where a ^ O , 
by the substitution x — xo = t2. 

b) If R(u, v) is a rational function and P a polynomial of degree 3 or 4, the 

function R(x, yJP{x)\ can be reduced to the form R\(t, y/at4 + bt3 H h e ) , 

where a ^ 0. 

c) A fourth-degree polynomial ax4 + bx3 + • • • + e can be represented as a 
product a(x2 + pi# + q\){x2 + Z?2# + #2) and can always be brought into the form 
< M ' + * g f f | + ^ by a substitution x = *f±f. 

d) A function R(x, y/ax4 + for3 H h e ] can be reduced to the form 

Ri (t, y/A(l + m1t
2)(l + m2t

2)^ 

by a substitution a; = ^ | i y . 

e) A function R(x, y/y) can be represented as a sum R\(x,y) + R2^g > where 
#1 and #2 are rational functions. 

f) Any rational function can be represented as the sum of even and odd rational 
functions. 

g) If the rational function R(x) is even, it has the form r(x2); if odd, it has the 
form xr(x2), where r(x) is a rational function. 

h) Any function R(x, ^/y) can be reduced to the form 

Rl{Xty) + M^vl + ^ylx. 

i) Up to a sum of elementary terms, any integral of the form f Ryx, \/P{X) J da;, 

where P(x) is a polynomial of degree four, can be reduced to an integral 

r(t2)dt I y/A(l + m1t
2)(l + m2t

2) 

where r(t) is a rational function and A = ± 1 . 

j) If \m\\ > Im2| > 0, one of the substitutions y/mit = x, y/mit = \ / l — x2, 

Jm\t = , x , and Jm\t = , 1 will reduce the integral f , r^ } * == 

to the form f r ( * ) d x where 0 < k < 1 and f is a rational function. 
J
 v / ( l -x 2 ) ( l - fc 2 x 2 ) ' 
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k) Derive a formula for lowering the exponents 2n and m for the integrals 

x 2 n dx f dx r x2ndx r 
J J(l-x2)(l-k2x2Y J ' y/(l-x2)(l-k2x2)' J (x2 - a)™ • y/(l - x 2)( l - k2x2) 

1) Any elliptic integral 

/ R,(x, y/P(xj) dx , 

where P is a fourth-degree polynomial, can be reduced to one of the canonical forms 
(5.185), (5.186), (5.187), up to a sum of terms consisting of elementary functions. 

m) Express the integral f ,dx in terms of canonical elliptic integrals. 
' l +a r 

n) Express the primitives of the functions , 1
 n and , 1 in terms of 

' ^ ^ Vcos2x vc o s Q : —cosx 
elliptic integrals. 

6. Using the notation introduced below, find primitives of the following nonele-
mentary special functions, up to a linear function Ax + B: 

f ex 

a) Ei(x) = / — dx (the exponential integral); 
J x 

/
sin x 

dx (the sine integral); 
x 

/
cosx 

x 
c) Ci (x) = / dx (the cosine integral); 

/
sinh x 

dx (the hyperbolic sine integral); 

/
cosh x 

dx (the hyperbolic cosine integral); 
x 

f) S(x) = fsh 

g)C(x) = Jt 

h) #(x) = / e~x dx (the Euler-Poisson integral); 

sinx dx 

cosx dx 
(the Presnel integrals); 

dx 
— (the logarithmic integral), 
x 

7. Verify that the following equalities hold, up to a constant: 

a) Ei(x) = li(x); 

b)Chi(x) = ±[Ei(x) + E i ( - x ) ] ; 

c) Shi(x) = \ [Ei (x) - Ei ( - x ) ] ; 

d) Ei(ix) = Ci(x) + iSi(x); 

e) e i7 r /4^(xe" i7 r /4) = C(x) + iS(x). 
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8. A differential equation of the form 

&y_ = f(x) 
dx g(y) 

is called an equation with variables separable, since it can be rewritten in the form 

g(y) dy = f(x) dx , 

in which the variables x and y are separated. Once this is done, the equation can 
be solved as 

/ g(y) dy= f(x) dx + c , 

by computing the corresponding integrals. 
Solve the following equations: 

a) 2x*yyf + y2 = 2; 

b) xyy' = y/1 + x2; 

c) y' = cos(y + x), setting u(x) = y(x) + x; 

d) x2yf — cos 2?/ = 1, and exhibit the solution satisfying the condition y(x) —> 0 
as x —> +oo. 

e)±y'(x) = Si(x); 

9. A parachutist has jumped from an altitude of 1.5 km and opened the parachute 
at an altitude of 0.5 km. For how long a time did he fall before opening the 
parachute? Assume the limiting velocity of fall for a human being in air of normal 
density is 50 m/s. Solve this problem assuming that the air resistance is proportional 
to: 

a) the velocity; 

b) the square of the velocity. 
Neglect the variation of pressure with altitude. 

10. It is known that the velocity of outflow of water from a small aperture at the 
bottom of a vessel can be computed quite precisely from the formula 0.6y/2gH, 
where g is the acceleration of gravity and H the height of the surface of the water 
above the aperture. 

A cylindrical vat is set upright and has an opening in its bottom. Half of the 
water from the full vat flows out in 5 minutes. How long will it take for all the water 
to flow out? 

11 . What shape should a vessel be, given that it is to be a solid of revolution, in 
order for the surface of the water flowing out of the bottom to fall at a constant 
rate as water flows out its bottom? (For the initial data, see Exercise 10). 

12. In a workshop with a capacity of 104 m3 fans deliver 103 m3 of fresh air per 
minute, containing 0.04% CO2, and the same amount of air is vented to the outside. 
At 9:00 AM the workers arrive and after half an hour, the content of CO2 in the 
air rises to 0.12%. Evaluate the carbon dioxide content of the air by 2:00 PM. 



6 Integration 

6.1 Definition of the Integral and Description 
of the Set of Integrable Functions 

6.1.1 The Problem and Introductory Considerations 

Suppose a point is moving along the real line, with s(t) being its coordinate 
at time t and v(t) = s'(t) its velocity at the same instant t. Assume that we 
know the position s(to) of the point at time to and that we receive information 
on its velocity Having this information, we wish to compute s(t) for any given 
value of time t > to. 

If we assume that the velocity v(t) varies continuously, the displacement 
of the point over a small time interval can be computed approximately as the 
product v(r)At of the velocity at an arbitrary instant r belonging to that 
time interval and the magnitude At of the time interval itself. Taking this 
observation into account, we partition the interval [to,t] by marking some 
times U (i = 0 , . . . , n) so that to <ti < - • • <tn = t and so that the intervals 
[U-i,ti\ are small. Let Ati = U — U-i and T; G [ti-i,U]. Then we have the 
approximate equality 

n 

s(t)-s(t0)^J2v^Ati' 
2 = 1 

According to our picture of the situation, this approximate equality will 
become more precise if we partition the closed interval [to, t] into smaller and 
smaller intervals. Thus we must conclude that in the limit as the length A of 
the largest of these intervals tends to zero we shall obtain an exact equality 

n 

Hm J2 <n)AU = s(t) - s(t0) . (6.1) 

This equality is none other than the Newton-Leibniz formula (fundamen­
tal theorem of calculus), which is fundamental in all of analysis. It enables us 
on the one hand to find a primitive s(t) numerically from its derivative v(t), 

n 
and on the other hand to find the limit of sums J2 v(n)AU on the left-hand 

2 = 1 

side from a primitive s(t), found by any means whatever. 
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Such sums, called Riemann sums, are encountered in a wide variety of 
situations. 

Let us attempt, for example, following Archimedes, to find the area under 
the parabola y = x2 above the closed interval [0,1] (see Fig. 6.1). Without 
going into detail here as to the meaning of the area of a figure, which we shall 
take up later, like Archimedes, we shall work by the method of exhausting the 
figure with simple figures - rectangles, whose areas we know how to compute. 
After partitioning the closed interval [0,1] by points 0 = xo < #i < * * * < 
xn = 1 into tiny closed intervals [x;_i,x;], we can obviously compute the 
required area a as the sum of the areas of the rectangles shown in the figure: 

cr~^2x2-iAxi ; 

here Axi = Xi — £ ; - i . Setting f(x) = x2 and & 
formula as 

n 

2 = 1 

In this notation we have, in the limit, 

n 

Xi-i, we rewrite the 

A - + 0 ' 
(6.2) 

where, as above, A is the length of the longest interval [#i_i,#i] in the par­
tition. 

Formula (6.2) differs from (6.1) only in the notation. Forgetting for a 
moment the geometric meaning of /(&) Axi and regarding x as time and 
f(x) as velocity, we find a primitive F(x) for the function f(x) and then, by 
formula (6.1) we find that a = F ( l ) - F(0). 

In our case f(x) = x2, so that F(x) = ^x3 + c, and a = F(l) — F(0) = | . 
This is Archimedes' result, which he obtained by a direct computation of the 
limit in (6.2). 
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A limit of integral sums is called an integral Thus the Newton-Leibniz 
formula (6.1) connects the integral with the primitive. 

We now turn to precise formulations and the verification of what was 
obtained above on the heuristic level from general considerations. 

6.1.2 Definition of the Riemann Integral 

a. Partitions 

Definition 1. A partition P of a closed interval [a, b], a < 6, is a finite system 
of points #o, • • • > xn of the interval such that a = XQ < X\ < • • • < xn = b. 

The intervals [#i_i, Xi], (i = 1 , . . . , n) are called the intervals of the par­
tition P . 

The largest of the lengths of the intervals of the partition P , denoted 
A(P), is called the mesh of the partition. 

Definition 2. We speak of a partition with distinguished points (P, £) on 
the closed interval [a, b] if we have a partition P of [a, b] and a point & G 
[xi-i,Xi] has been chosen in each of the intervals of the partition [ Xi—\i Xi\ 

(i = l , . . . , n ) . 

We denote the set of points (£ i , . . . , £n) by the single letter £. 

b . A Base in the Set of Par t i t ions In the set V of partitions with 
distinguished points on a given interval [a, b], we consider the following base 
B = {Bd}. The element B^ d > 0, of the base B consists of all partitions 
with distinguished points (P, £) on [a, b] for which A(P) < d. 

Let us verify that {P^}, d > 0 is actually a base in V. 
First Bd 7̂  0 . In fact, for any number d > 0, it is obvious that there exists 

a partition P of [a, b] with mesh A(P) < d (for example, a partition into n 
congruent closed intervals). But then there also exists a partition (P, £) with 
distinguished points for which A(P) < d. 

Second, if d\ > 0, c^ > 0, and d = m i n j d i , ^ } , it is obvious that P^i H 
P d 2 =BdeB. 

Hence S = {P^} is indeed a base in V. 

c. Riemann Sums 

Definition 3. If a function / is defined on the closed interval [a, b] and (P, £) 
is a partition with distinguished points on this closed interval, the sum 

n 

<T(/;P,0:=X)/&)-***' (6-3) 
2 = 1 

where Axi = Xi — a^-i, is the Riemann sum of the function / corresponding 
to the partition (P, £) with distinguished points on [a, 6]. 
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Thus, when the function / is fixed, the Riemann sum cr(/; P, £) is a func­
tion <P(p) = <r(f;p) on the set V of all partitions p = (P, £) with distinguished 
points on the closed interval [a, 6]. 

Since there is a base B in V, one can ask about the limit of the function 
&{p) o v e r that base. 

d. The Riemann Integral Let / be a function defined on a closed interval 

[a A-

Definition 4. The number / is the Riemann integral of the function / on 
the closed interval [a, b] if for every e > 0 there exists S > 0 such that 

J2m)AXi 
2 = 1 

<£ 

for any partition (P, £) with distinguished points on [a, 6] whose mesh A(P) 
is less than S. 

Since the partitions p = (P, £) for which A(P) < (5 form the element 1?$ 
of the base B introduced above in the set V of partitions with distinguished 
points, Definition 4 is equivalent to the statement 

/ = l im#(p) , 

that is, the integral I is the limit over B of the Riemann sums of the function 
/ corresponding to partitions with distinguished points on [a, 6]. 

It is natural to denote the base B by A(P) -» 0, and then the definition 
of the integral can be rewritten as 

2 = 1 

The integral of f(x) over [a, 6] is denoted 

b 

f(x) dx , 

(6.4) 

/ • 

in which the numbers a and b are called respectively the lower and upper 
limits of integration. The function / is called the integrand, f(x) dx is called 
the differential form, and x is the variable of integration. Thus 

I f(x)dx:= Urn V / f e J A c i . 
A ( P ) ^ ° i=i 

(6.5) 
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Definition 5. A function / is Riemann integrable on the closed interval [a, b] 
if the limit of the Riemann sums in (6.5) exists as A(P) -» 0 (that is, the 
Riemann integral of / is defined). 

The set of Riemann-integrable functions on a closed interval [a, b] will be 
denoted 1Z[a, b}. 

Since we shall not be considering any integrals except the Riemann inte­
gral for a while, we shall agree for the sake of brevity to say simply "inte­
gral" and "integrable function" instead of "Riemann integral" and "Riemann-
integrable function". 

6.1.3 The Set of Integrable Functions 

By the definition of the integral (Definition 4) and its reformulation in the 
forms (6.4) and (6.5), an integral is the limit of a certain special function 
&{p) — c r ( / ; ^>0> the Riemann sum, defined on the set V of partitions p = 
(P, £) with distinguished points on [a, b]. This limit is taken with respect to 
the base B in V that we have denoted A(P) -» 0. 

Thus the integrability or nonintegrability of a function / o n [a, b] depends 
on the existence of this limit. 

By the Cauchy criterion, this limit exists if and only if for every e > 0 
there exists an element B$ G B in the base such that 

| * ( p ' ) - # ( p " ) l < e 

for any two points p', p" in B$. 
In more detailed notation, what has just been said means that for any 

e > 0 there exists 6 > 0 such that 

\<T(f;P',S')-<T(f;P",e)\<e 

or, what is the same, 

Ytf{&)M-Yts^wi 
i=l i = l 

< e (6.6) 

for any partitions (P 7 ,^) and (P",^") with distinguished points on the in­
terval [a, b] with A(P;) < S and A(P") < 6. 

We shall use the Cauchy criterion just stated to find first a simple neces­
sary condition, then a sufficient condition for Riemann integrability. 

a. A Necessary Condition for Integrability 

Proposition 1. A necessary condition for a function f defined on a closed 
interval [a, b] to be Riemann integrable on [a, b] is that f be bounded on [a, b]. 
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In short, 
( / G K[a, &])=»(/ is bounded on [a, b]) . 

Proof. If / is not bounded on [a, 6], then for any partition P of [a, 6] the 
function / is unbounded on at least one of the intervals [xi-\,Xi] of P . This 
means that, by choosing the point & G [xi-\,Xi] in different ways, we can 
make the quantity \f(£i)Axi\ as large as desired. But then the Riemann sum 

n 
cr(/;P, £) = ^ f(&)Axi can also be made as large as desired in absolute 

2 = 1 

value by changing only the point & in this interval. 
It is clear that there can be no possibility of a finite limit for the Riemann 

sums in such a case. That was in any case clear from the Cauchy criterion, 
since relation (6.6) cannot hold in that case, even for arbitrarily fine parti­
tions. • 

As we shall see, the necessary condition just obtained is far from being 
both necessary and sufficient for integrability. However, it does enable us to 
restrict consideration to bounded functions. 

b. A Sufficient Condition for Integrability and the Most Impor­
tant Classes of Integrable Functions We begin with some notation and 
remarks that will be used in the explanation to follow. 

We agree that when a partition P 

a = xo < Xi < - - < xn = b 

is given on the interval [a, b], we shall use the symbol Ai to denote the interval 
[xi-\,Xi] along with Axi as a notation for the difference Xi — Xi-\. 

If a partition P of the closed interval [a, b] is obtained from the partition 
P by the adjunction of new points to P , we call P a refinement of P . 

When a refinement P of a partition P is constructed, some (perhaps all) 
of the closed intervals Ai = [xi-i,Xi] of the partition P themselves undergo 
partitioning: Xi-\ = Xio < • • • < Xini = xi. In that connection, it will be 
useful for us to label the points of P by double indices. In the notation Xij the 
first index means that xij G Ai, and the second index is the ordinal number of 
the point on the closed interval Ai. It is now natural to set Axij := Xij —Xij-i 
arid A{j := [ a ^ - i , ^ - ] . Thus Ax{ = Axn H h Axini. 

As an example of a^partition that is a refinement of both the partition P' 
and P" one can take P = P' U P" , obtained as the union of the points of the 
two partitions P' and P". 

We recall finally that, as before, u){f\ E) denotes the oscillation of the 
function / on the set E, that is 

u<J\E):= sup \f(x')-f(x")\. 
x',x"eE 

In particular, u)(f\ Ai) is the oscillation of / on the closed interval Ai. This 
oscillation is necessarily finite if / is a bounded function. 
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We now state and prove a sufficient condition for integrability. 
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Proposition 2. A sufficient condition for a bounded function f to be inte-
grable on a closed interval [a, b] is that for every e > 0 there exist a number 
S > 0 such that 

Y^u(f]Ai)Axi<e 
2 = 1 

for any partition P of [a, b] with mesh A(P) < 6. 

Proof Let P be a partition of [a, b] and P a refinement of P. Let us estimate 
the difference between the Riemann sums cr(/;P,£) — cr(/;P,£). Using the 
notation introduced above, we can write 

\*(f;P,i)-*(f;P,S)\ EE^^-E^)^ 
i=\ j=l 

»=1 

E E /(&) Acy - E E /&)^« 
2 = 1 j = l 2 = 1 j=l 

E E (/(&)"/&)) Ary ^EEi/^-zte)!^^ 
»=i j=\ 

^ E E w(/; A)^*« = E w(/; ̂ )A 
t = i j = i 

Xi . 

2 = 1 

In this computation we have used the relation Axi = J2 ^xij a n d the in-
3 = 1 

equality \f(£ij) — / (&) | < w{f\ Ai), which holds because &j G Aij C A{ and 
& e Ai. 

It follows from the estimate for the difference of the Riemann sums that 
if the function satisfies the sufficient condition given in the statement of 
Proposition 2, then for any £ > 0 w e can find 8 > 0 such that 

Hf;P,£)-<r(f;P,0\<£2 

for any partition P of [a, b] with mesh X(P) < <5, any refinement P of P , and 
any choice of the sets of distinguished points £ and £. 

Now if (P',£') and (P",^") are arbitrary partitions with distinguished 
points on [a, 6] whose meshes satisfy A(P') < 8 and A(P") < (5, then, by what 
has just been proved, the partition P = P' U P" , which is a refinement of 
both of them, must satisfy 

Hf;p,i)-°U\p',i')\<\, 

Hf;P,l)-a{f;P",a\ <l-
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It follows that 
\a(f;P',$')-<r(f;P",a\<e, 

provided A(P') < S and A(P") < <5. Therefore, by the Cauchy criterion, the 
limit of the Riemann sums exists: 

2 = 1 

that is / eK[a, b\. D 

Corollary 1. ( / G C[a, b]) => ( / G 7Z[a, b}), that is, every continuous func­
tion on a closed interval is integrable on that closed interval. 

Proof. If a function is continuous on a closed interval, it is bounded there, 
so that the necessary condition for integrability is satisfied in this case. But 
a continuous function on a closed interval is uniformly continuous on that 
interval. Therefore, for every e > 0 there exists 6 > 0 such that u)(f\ A) < -^ 
on any closed interval Ac [a, b] of length less than 8. Then for any partition 
P with mesh X(P) < 6 we have 

n n 

zr-^ b — a zr^i b — a 
2 = 1 2 = 1 

By Proposition 2, we can now conclude that / G K[a,b). • 

Corollary 2. If a bounded function f on a closed interval [a, b] is continuous 
everywhere except at a finite set of points, then f G 7£[a, b]. 

Proof. Let a;(/; [a, &]) < C < oo, and suppose / has k points of discontinuity 
on [a, 6]. We shall verify that the sufficient condition for integrability of the 
function / is satisfied. 

For a given e > 0 we choose the number <5i = g ^ and construct the 
<5i-neighborhood of each of the k points of discontinuity of / on [a, b]. The 
complement of the union of these neighborhoods in [a, b] consists of a finite 
number of closed intervals, on each of which / is continuous and hence uni­
formly continuous. Since the number of these intervals is finite, given e > 0 
there exists 62 > 0 such that on each interval A whose length is less than 
82 and which is entirely contained in one of the closed intervals just men­
tioned, on which / is continuous, we have uj(f; A) < 2(b-d) • ̂ e n o w c n o o s e 

6 = min{<5i,<52}. 
Let P be an arbitrary partition of [a, b] for which X(P) < 6. We break the 

n 
sum Y2 ^(/> Ai)Axi corresponding to the partition P into two parts: 

2 = 1 

n 

Y, w(/; A)AXi = $ > ( / ; Ai)AXi + J2"u(f; Ai)AXi . 
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The sum J^ ' contains the terms corresponding to intervals Ai of the partition 

having no points in common with any of the <5i-neighborhoods of the points 

of discontinuity. For these intervals Ai we have u;(/; Ai) < 2(b-a) > an(^ s o 

The sum of the lengths of the remaining intervals of the partition P , as 
one can easily see, is at most (S + 2<5i -f- S)k < 4 g ^ • k = ^ , and therefore 

£ > ( / ; Ai)AXi < C £ " A * <C'^c = \> 

Thus we find that for X(P) < 6, 

^u{f',Ai)Axi <e, 
2 = 1 

that is, the sufficient condition for integrability holds, and so / G 7£[a, 6]. D 

Corollary 3. A monotonic function on a closed interval is integrable on that 
interval. 

Proof. It follows from the monotonicity of / on [a, b] that o;(/; [a, 6]) = 
|/(6) — f(a)\. Suppose e > 0 is given. We set 5 = \f(b)-f(a)\' We a s s u m e 

that /(6) — /(a) ^ 0, since otherwise / is constant, and there is no doubt 
as to its integrability. Let P be an arbitrary partition of [a, 6] with mesh 
A(P) < S. 

Then, taking account of the monotonicity of / , we have 

n n n 

2 = 1 2 = 1 2 = 1 

= 6 J2 (f{xi) - /(^-i)) 
2 = 1 

= S\f(b)-f(a)\=e. 

Thus / satisfies the sufficient condition for integrability, and therefore 
feTl[a,b]. • 

A monotonic function may have a (countably) infinite set of discontinu­
ities on a closed interval. For example, the function defined by the relations 

( l - ^ f o r l - ^ ^ a ^ l - ^ , ™ ^ > m = 
[ 1 for x = 1 

on [0,1] is nondecreasing and has a discontinuity at every point of the form 
l - ^ , n e N . 
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Remark. We note that, although we are dealing at the moment with real-
valued functions on an interval, we have made no use of the assumption 
that the functions are real-valued rather than complex-valued or even vector-
valued functions of a point of the closed interval [a, 6], either in the definition 
of the integral or in the propositions proved above, except Corollary 3. 

On the other hand, the concept of upper and lower Riemann sums, to 
which we now turn, is specific to real-valued functions. 

Definition 6. Let / : [a, b] -» R be a real-valued function that is defined 
and bounded on the closed interval [a, 6], let P be a partition of [a, 6], and 
let Ai (i = 1 , . . . , n) be the intervals of the partition P . Let ra2- = inf f(x) 

xeAi 
and Mi = sup f(x) (i = 1 , . . . , n). 

xeAi 
The sums 

n 

s(f;P) :=^2miAxi 
2 = 1 

and 
n 

S(f;P):=Y,MiAxi 
2 = 1 

are called respectively the lower and upper Riemann sums of the function / 
on the interval [a, b] corresponding to the partition P of that interval.1 The 
sums s(f; P) and 5 ( / ; P) are also called the lower and upper Darboux sums 
corresponding to the partition P of [a, b\. 

If (P, £) is an arbitrary partition with distinguished points on [a, 6], then 
obviously 

s(f;P)<a(f;P,0<S(f;P). (6.7) 

Lemma 1. 

s ( / ;P) = inf<7(/;P,0, 

5 ( / ; P ) = s u p < 7 ( / ; P , 0 . 

Proof. Let us verify, for example, that the upper Darboux sum correspond­
ing to a partition P of the closed interval [a, b] is the least upper bound of 
the Riemann sums corresponding to the partitions with distinguished points 
(P, £), the supremum being taken over all sets £ = (£1 , . . . , £n) of distinguished 
points. 

In view of (6.7), it suffices to prove that for any e > 0 there is a set £ of 
distinguished points such that 

S(f;P)<a(f;P,S)+e. (6.8) 

1 The term "Riemann sum" here is not quite accurate, since rrn and Mi are not 
always values of the function / at some point fi G A%. 



6.1 Definition of the Integral 339 

By definition of the numbers Mi, for each i G { 1 , . . . , n} there is a point 
£ G Ai at which Mi < /(&) + ^f-. Let £ = ( & , . . . , £n). Then 

n n n 

X>iAri < Y, (/(&) + ftT^)^* = E - K S ) ^ + ff ' 
2 = 1 2 = 1 2 = 1 

which completes the proof of the second assertion of the lemma. The first 
assertion is verified similarly. • 

From this lemma and inequality (6.7), taking account of the definition of 
the Riemann integral, we deduce the following proposition. 

Proposition 3. A bounded real-valued function f : [a, b] -» R is Riemann-
integrable on [a, b] if and only if the following limits exist and are equal to 
each other: 

1= lim s(f;P), 7= lim S(f;P) . (6.9) 

WT&era £/ws happens, the common value I = I_ = I is the integral 

b 

f(x) dx 
/ • 

Proof Indeed, if the limits (6.9) exist and are equal, we conclude by the 
properties of limits and by (6.7) that the Riemann sums have a limit and 
that 

On the other hand, if / G TZ[a, b], that is, the limit 

MHmo,(/;P,0 = / 

exists, we conclude from (6.7) and (6.8) that the limit lim S(f;P) = I 

exists and 1 = 1. 
Similarly one can verify that lim s(f; P) = I_ = I. • 

As a corollary of Proposition 3, we obtain the following sharpening of 
Proposition 2. 

Proposition 2'. A necessary and sufficient condition for a function f : 
[a, b] -» R defined on a closed interval [a, b] to be Riemann integrable on [a, b] 
is the following relation: 

n 

lim ySLj(f;Ai)Axi = 0. (6.10) 
2 = 1 
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Proof. Taking account of Proposition 2, we have only to verify that condition 
(6.10) is necessary for / to be integrable. 

We remark that uj(f; Ai) = Mi — ra;, and therefore 

n n 

Y^ utf; Ai)Axi = £ ) ( M i - mi)Aci = £ ( / ; P) - stf; P) , 
2 = 1 2 = 1 

and (6.10) now follows from Proposition 3 if / G TZ[a, b], D 

c. The Vector Space 1Z[a, b] Many operations can be performed on in­
tegrable functions without going outside the class of integrable functions 
K[a,b], 

Proposition 4. If f,g G TZ[a, b], then 

a) U + g)eK[a,b]; 

b) (af) G TZ[a, b], where a is a numerical coefficient; 

c) \f\en[a,b]; 
d ) / | [ c , d ] € 7 i M * / M c [ a , 6 ] ; 

e) (f-g)eK[a,b]. 

We are considering only real-valued functions at the moment, but it is 
worthwhile to note that properties a), b), c), and d) turn out to be valid for 
complex-valued and vector-valued functions. For vector-valued functions, in 
general, the product / • g is not defined, so that property e) is not consid­
ered for them. However, this property continues to hold for complex-valued 
functions. 

We now turn to the proof of Proposition 4. 

Proof a) This assertion is obvious since 

n n n 

2 = 1 2 = 1 2 = 1 

b) This assertion is obvious, since 

n n 

2 = 1 2 = 1 

c) Since u(\f\;E) < u(f;E), we can write 

n n 

^2u(\f\\Ai)Axi < ^2u(f;Ai)Axi , 
2 = 1 2 = 1 

and conclude by Proposition 2 that ( / G TZ[a, b]) => (|/ | G TZ[a, b]). 
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d) We want to verify that the restriction / | , « to [c, d] of a function / that 

is integrable on the closed interval [a, b] is integrable on [c, d] if [c, d] C [a, b]. 
Let 7r be a partition of [c, d]. By adding points to 7r, we extend it to a partition 
P of the closed interval [a, 6] so as to have X(P) < A(7r). It is clear that one 
can always do this. 

We can then write 

where ^2n is the sum over all the intervals of the partition TT and ]Tp the 
sum over all the intervals of P. 

By construction, as X(TT) —> 0 we have X(P) —> 0 also, and so by Proposi­
tion 2' we conclude from this inequality that (/ G 7£[a, 6]) => ( / G 7£[c, d]) if 
[c,d] c [a ,6] . 

e) We first verify that if / G K[a, 6], then / 2 G ft [a, 6]. 
If / G 7£[a, 6], then / is bounded on [a, 6]. Let | / (x) | < C < oo on [a, 6]. 

Then 

| / 2 ( ^ ) - f\x2)\ = | ( / (m) + f(x2)) • (/(rri) - /(rr2)) | < 2C | / (m) - /(rr2)| , 

and therefore u;(/2; E) < 2Cu(f; E) if E C [a, 6]. Hence 
n n 

z = l i = l 

from which we conclude by Proposition 2' that 

(fen[a,b})^(fen[a,b\). 
We now turn to the general case. We write the identity 

(f-g)(x) = \[(f + 9)2(x)-(f-g)2(x)}. 

From this identity and the result just proved, together with a) and b), which 
have already been proved, we conclude that 

( / G K[a, b}) A(ge K[a, b}) => (f • g G K[a, b}) . D 

You already know what a vector space is from your study of algebra. The 
real-valued functions defined on a set can be added and multiplied by a real 
number, both operations being performed pointwise, and the result is another 
real-valued function on the same set. If functions are regarded as vectors, one 
can verify that all the axioms of a vector space over the field of real numbers 
hold, and the set of real-valued functions is a vector space with respect to 
the operations of pointwise addition and multiplication by real numbers. 

In parts a) and b) of Proposition 4 it was asserted that addition of in­
tegrable functions and multiplication of an integrable function by a number 
do not lead outside the class 7£[a, b] of integrable functions. Thus 7£[a, b] is 
itself a vector space - a subspace of the vector space of real-valued functions 
defined on the closed interval [a, b]. 
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d. Lebesgue's Criterion for Riemann Integrability of a Function 
In conclusion we present, without proof for the time being, a theorem of 
Lebesgue giving an intrinsic description of a Riemann-integrable function. 

To do this, we introduce the following concept, which is useful in its own 
right. 

Definition 7. A set E c M has measure zero or is of measure zero (in the 
sense of Lebesgue) if for every number e > 0 there exists a covering of the 
set E by an at most countable system {Ik} of intervals, the sum of whose 

oo 

lengths ]T \Ik\ is at most e. 

oo 

Since the series ^ |/fc| converges absolutely, the order of summation of 
fc=i 

the lengths of the intervals of the covering does not affect the sum (see Propo­
sition 4 of Subsect. 5.5.2), so that this definition is unambiguous. 

Lemma 2. a) A single point and a finite number of points are sets of measure 
zero. 

b) The union of a finite or countable number of sets of measure zero is a 
set of measure zero. 

c) A subset of a set of measure zero is itself of measure zero. 

d) A closed interval [a, b] with a < b is not a set of measure zero. 

Proof, a) A point can be covered by one interval of length less than any 
preassigned number e > 0; therefore a point is a set of measure zero. The 
rest of a) then follows from b). 

b) Let E = U En be an at most countable union of of sets En of measure 
n 

zero. Given e > 0, for each En we construct a covering {1%} of En such that 
E \jn\ ^ ^_ 

\1k 1 ^ 2 " ' 
k 

Since the union of an at most countable collection of at most countably 
many sets is itself at most countable, the intervals 1%, k,n G N, form an at 
most countable covering of the set E, and 

El4nl<f + ^ + --- + Jr + --- = £-
n,k 

The order of summation ]T \I%\ on the indices n and k is of no importance, 
n,k 

since the series converges to the same sum for any order of summation if it 
converges in even one ordering. Such is the case here, since any partial sums 
of the series are bounded above by e. 

Thus E is a set of measure zero in the sense of Lebesgue. 

c) This statement obviously follows immediately from the definition of a 
set of measure zero and the definition of a covering. 
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d) Since every covering of a closed interval by open intervals contains a 
finite covering, the sum of the lengths of which obviously does not exceed the 
sum of the lengths of the intervals in the original covering, it suffices to verify 
that the sum of the lengths of open intervals forming a finite covering of a 
closed interval [a, b] is not less than the length b — a of that closed interval. 

We shall carry out an induction on the number of intervals in the covering. 
For n = 1, that is, when the closed interval [a, b] is contained in one open 

interval (a, /?), it is obvious that a < a < b < (3 and (3 — a > b — a. 
Suppose the statement is proved up to index k G N inclusive. Consider 

a covering consisting of k + 1 open intervals. We take an interval (ai ,a2) 
containing the point a. If ot^ > 6, then a^ — ot\ > b — a, and the result is 
proved. If a < OL^ < 6, the closed interval [#2,6] is covered by a system of 
at most k intervals, the sum of whose lengths, by the induction assumption, 
must be at least b — c*2. But 

b - a = (b - a2) + OL2 - a < (b - a2) + (c*2 — c*i) , 

and so the sum of the lengths of all the intervals of the original covering of 
the closed interval [a, b] was greater than its length b — a. • 

It is interesting to note that by a) and b) of Lemma 2 the set Q of rational 
points on the real line ]R is a set of measure zero, which seems rather surprising 
at first sight, upon comparison with part d) of the same lemma. 

Definition 8. If a property holds at all points of a set X except possibly 
the points of a set of measure zero, we say that this property holds almost 
everywhere on X or at almost every point of X. 

We now state Lebesgue's criterion for integrability. 

Theorem. A function defined on a closed interval is Riemann integrable on 
that interval if and only if it is bounded and continuous at almost every point. 

Thus, 

( / G 1l[a, b]) <$ (f is bounded on [a, b]) A 

A ( / is continuous almost everywhere on [a, 6]) . 

It is obvious that one can easily derive Corollaries 1,2, and 3 and Propo­
sition 4 from the Lebesgue criterion and the properties of sets of measure 
zero proved in Lemma 2. 

We shall not prove the Lebesgue criterion here, since we do not need it 
to work with the rather regular functions we shall be dealing with for the 
present. However, the essential ideas involved in the Lebesgue criterion can 
be explained immediately. 
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Proposition 2' contained a criterion for integrability expressed by relation 
n 

(6.10). The sum ]T uj(f;Ai)Axi can be small on the one hand because of 
i=l 

the factors uj(f]Ai), which are small in small neighborhoods of points of 
continuity of the function. But if some of the closed intervals Ai contain 
points of discontinuity of the function,then uj(f; Ai) does not tend to zero 
for these points, no matter how fine we make the partition P of the closed 
interval [a, b]. However, uj(f;Ai) < u;(/; [a, b]) < oo since / is bounded on 
[a, b]. Hence the sum of the terms containing points of discontinuity will also 
be small if the sum of the lengths of the intervals of the partition that cover 
the set of points of discontinuity is small; more precisely, if the increase in the 
oscillation of the function on some intervals of the partition is compensated 
for by the smallness of the total lengths of these intervals. 

A precise realization and formulation of these observations amounts to 
the Lebesgue criterion. 

We now give two classical examples to clarify the property of Riemann 
integrability for a function. 

Example 1. The Dirichlet function 

{ 1 for x e Q , 

0 for x e R \ Q , 

on the interval [0,1] is not integrable on that interval, since for any partition 
P of [0,1] one can find in each interval Ai of the partition both a rational 
point ^ and an irrational point £". Then 

n 

Z = l 

while 

n 

i=l 

Thus the Riemann sums of the function V(x) cannot have a limit as 
X(P) -> 0. 

From the point of view of the Lebesgue criterion the nonintegrability of 
the Dirichlet function is also obvious, since V(x) is discontinuous at every 
point of [0,1], which, as was shown in Lemma 2, is not a set of measure zero. 
Example 2. Consider the Riemann function 

{ ^ , if x £ Q and x = ~ is in lowest terms , 

0 , if x e E \ Q . 
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We have already studied this function in Subsect. 4.1.2, and we know tha t 
1Z(x) is continuous at all irrational points and discontinuous at all rational 
points except 0. Thus the set of points of discontinuity of 1Z(x) is countable 
and hence has measure zero. By the Lebesgue criterion, 1Z(x) is Riemann 
integrable on any interval [a, b] C M, despite there being a discontinuity of 
this function in every interval of every parti t ion of the interval of integration. 

Example 3. Now let us consider a less classical problem and example. 
Let / : [a, b] —> R be a function tha t is integrable on [a, 6], assuming values 

in the interval [c, d] on which a continuous function g : [c, d] —> R is defined. 
Then the composition g o / : [a, b] —> R is obviously defined and continuous 
at all the points of [a, b] where / is continuous. By the Lebesgue criterion, it 
follows tha t (g o f) e 7£[a, b]. 

We shall now show tha t the composition of two arbitrary integrable func­
tions is not always integrable. 

Consider the function g(x) = |sgn|(x). This function equals 1 for x ^ 0 
and 0 for x = 0. By inspection, we can verify tha t if we take, say the Riemann 
function / on the closed interval [1,2], then the composition (g o f)(x) on 
tha t interval is precisely the Dirichlet function V(x). Thus the presence of 
even one discontinuity of the function g(x) has led to nonintegrability of the 
composition g o f. 

6.1.4 P r o b l e m s a n d Exerc i ses 

1. The theorem of Darboux. a) Let s(f;P) and S(f;P) be the lower and upper 
Darboux sums of a real-valued function / defined and bounded on the closed interval 
[a, b] and corresponding to a partition P of that interval. Show that 

s ( / ; P i ) < S ( / ; P 2 ) 

for any two partitions Pi and Pi of [a, b]. 

b) Suppose the partition P is a refinement of the partition P of the interval 
[a, 6], and let Aix,..., Aik be the intervals of the partition P that contain points of 
the partition P that do not belong to P. Show that the following estimates hold: 

0 < 5 ( / ; P) - 5 ( / ; P) < w(/ ; [a, b]) . (Axh + • • • + Axik) , 

0 < s(f; P) - s(f; P) < w(/ ; [a, b]) • (Axh + • • • + Axik) . 

c) The quantities / = sup s{f\P) and I = 'mi S{f',P) are called respectively the 
p p 

lower Darboux integral and the upper Darboux integral of / on the closed interval 
[a, b]. Show that £ < 7. 

d) Prove the theorem of Darboux: 

/ = lim s(f; P) , 7 = lim S(f; P) . 
- A(P)-X) W } ' A(P)->0 W ^ 

e) Show that ( / G n[a, b]) <&(J_ = ^)-
f) Show that / G 7£[a, 6] if and only if for every e > 0 there exists a partition P 

of [a, 6] such that 5 ( / ; P) - s ( / ; P) < e. 
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2. The Cantor set of Lebesgue measure zero, a) The Cantor set described in Prob­
lem 7 of Sect. 2.4 is uncountable. Verify that it nevertheless is a set of measure 0 
in the sense of Lebesgue. Show how to modify the construction of the Cantor set 
in order to obtain an analogous set "full of holes" that is not a set of measure zero. 
(Such a set is also called a Cantor set.) 

b) Show that the function on [0,1] defined to be zero outside a Cantor set and 
1 on the Cantor set is Riemann integrable if and only if the Cantor set has measure 
zero. 

c) Construct a nondecreasing continuous and nonconstant function on [0,1] that 
has a derivative equal to zero everywhere except at the points of a Cantor set of 
measure zero. 

3 . The Lebesgue criterion, a) Verify directly (without using the Lebesgue criterion) 
that the Riemann function of Example 2 is integrable. 

b) Show that a bounded function / belongs to 1Z[a, b] if and only if for any two 
numbers e > 0 and 8 > 0 there is a partition P of [a, b] such that the sum of the 
lengths of the intervals of the partition on which the oscillation of the function is 
larger than e is at most 8. 

c) Show that / G 1l[a, b] if and only if / is bounded on [a, b] and for any e > 0 
and 8 > 0 the set of points in [a, b] at which / has oscillation larger than e can be 
covered by a finite set of open intervals the sum of whose lengths is less than 8 (the 
du Bois-Reymond criterion).2 

d) Using the preceding problem, prove the Lebesgue criterion for Riemann in-
tegrability of a function. 

4. Show that if / , g G lZ[a, b] and / and g are real-valued, then max{/, g} G lZ[a, b] 
and min{/,#} G 7£[a, b). 

5. Show that 
6 

a) if/, p G 1l[a, b] and f(x) = g(x) almost everywhere on [a, 6], then f f(x) dx = 
a 

b 

fg(x)dx\ 
a 

b) if / G 7£[a, b] and f(x) — g(x) almost everywhere on [a, 6], then g can fail to 
be Riemann-integrable on [a, 6], even if g is defined and bounded on [a, 6]. 

6. Integration of vector-valued functions, a) Let r(t) be the radius-vector of a point 
moving in space, ro = r(0) the initial position of the point, and v(t) the velocity 
vector as a function of time. Show how to recover r(t) from ro and v(£). 

b) Does the integration of vector-valued functions reduce to integrating real-
valued functions? 

c) Is the criterion for integrability stated in Proposition 2' valid for vector-valued 
functions? 

d) Is Lebesgue's criterion for integrability valid for vector-valued functions? 

e) Which concepts and facts from this section extend to functions with complex 
values? 

2 P. du Bois-Reymond (1831-1889) - German mathematician. 
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6.2 Linearity, Additivity and Monotonicity 
of the Integral 

6.2.1 The Integral as a Linear Function on the Space 7£[a, b] 

Theorem 1. If f and g are integrable functions on the closed interval [a, b], 
a linear combination of them otf -f- fig is also integrable on [a, b], and 

b b b 

[(af + (3g)(x)dx = a[f(x)dx + p[g(x)dx. (6.11) 

Proof Consider a Riemann sum for the integral on the left-hand side of 
(6.11), and transform it as follows: 

n n n 

£(of + 0g)(&Axi = a£ /(&)A* + 0£gi&A* . (6.12) 
i=l i=l i=l 

Since the right-hand side of this last equality tends to the linear combination 
of integrals that makes up the right-hand side of (6.11) if the mesh X(P) of 
the partition tends to 0, the left-hand side of (6.12) must also have a limit as 
X(P) —> 0, and that limit must be the same as the limit on the right. Thus 
( a / + fig) e 1l[a, b] and Eq. (6.11) holds. • 

If we regard 1Z[a, b] as a vector space over the field of real numbers and 
b 

the integral J f(x) dx as a real-valued function defined on vectors of 7£[a, 6], 
a 

Theorem 1 asserts that the integral is a linear function on the vector space 
K[a,b]. 

To avoid any possible confusion, functions defined on functions are usually 
called functionals. Thus we have proved that the integral is a linear functional 
on the vector space of integrable functions. 

6.2.2 The Integral as an Additive Function 
of the Interval of Integration 

b 

The value of the integral J f(x)dx = I(f; [a, b]) depends on both the inte-
a 

grand and the closed interval over which the integral is taken. For example, 
if / G 7£[a, 6], then, as we know, /L 0, G 7£[a, /?] if [a, /?] C [a, 6], that is, the 

integral J f(x) dx is defined, and we can study its dependence on the closed 
a 

interval [a, /3] of integration. 
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Lemma 1. If a < b < c and f G K[a,c\, then /L a 6 1 G TZ[a,b], / L c l £ 

7£[6, c], and the following equality holds: 

c b c 

f f(x)dx= f f(x)dx+ f f(x)dx . (6.13) 

a a 6 

Proof We first note that the integrability of the restrictions of / to the closed 
intervals [a, b] and [6, c] is guaranteed by Proposition 4 of Sect. 6.1. 

c 

Next, since / G 7£[a, c], in computing the integral / / (#) dx as the limit of 
a 

Riemann sums we may choose any convenient partitions of [a, c]. We shall now 
consider only partitions P of [a,c] that contain the point b. Obviously any 
such partition with distinguished points (P, £) generates partitions (P',£') 
and (P", f ") of [a, b] and [6, c] respectively, and P = P ' U P " and f = f' U £". 

But then the following equality holds between the corresponding Riemann 
sums: 

a r ( / ;P ,0 = o r ( / ; P ' , 0 + o r ( / ; P " , n . 

Since A(P') < A(P) and A(P") < A(P), for A(P) sufficiently small, each 
of these Riemann sums is close to the corresponding integral in (6.13), which 
consequently must hold. • 

To widen the application of this result slightly, we temporarily revert once 
again to the definition of the integral. 

We defined the integral as the limit of Riemann sums 

n 

a(f;P,0=Y/m)Axi, (6.14) 
Z = l 

corresponding to partitions with distinguished points (P, £) of the closed 
interval of integration [a, b]. A partition P consisted of a finite monotonic 
sequence of points xo ,x i , . . . ,x n , the point x$ being the lower limit of in­
tegration a and xn the upper limit of integration b. This construction was 
carried out assuming that a < b. If we now take two arbitrary points a and 
b without requiring a < b and, regarding a as the lower limit of integration 
and b as the upper, carry out this construction, we shall again obtain a sum 
of the form (6.14), in which now Axi > 0 (i = 1 , . . . , n) if a < b and Axi < 0 
(i = 1 , . . . , n) if a > 6, since Axi = Xi — Xi-\. Thus for a > b the sum (6.14) 
will differ from the Riemann sum of the corresponding partition of the closed 
interval [6, a] (b < a) only in sign. 

3 We recall that / | # denotes the restriction of the function / to a set E contained 
in the domain of definition of / . Formally we should have written the restriction 
of / to the intervals [a, b] and [6, c], rather than / , on the right-hand side of Eq. 
(6.13). 
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From these considerations we adopt the following convention: if a > 6, 
then 

b a 

J f(x)dx:=-J f(x)dx. (6.15) 

a b 

In this connection, it is also natural to set 
a 

ff(x)dx:=0. (6.16) 
a 

After these conventions, taking account of Lemma 1, we arrive at the 
following important property of the integral. 

Theorem 2. Let a,b, c eR and let f be a function integrable over the largest 
closed interval having two of these points as endpoints. Then the restriction 
of f to each of the other closed intervals is also integrable over those intervals 
and the following equality holds: 

b c a 

J f(x) dx+ f f(x) dx+ f f(x) dx = 0 . (6.17) 

a b c 

Proof By the symmetry of Eq. (6.17) in a, 6, and c, we may assume without 
loss of generality that a = min{a, 6, c}. 

If max{a, b,c} = c and a < b < c, then by Lemma 1 

b c c 

f f(x) dx + J f(x) dx - f f(x) dx = 0 , 

a b a 

which, when we take account of the convention (6.15) yields (6.17). 
If max{a, 6, c} = b and a < c < 6, then by Lemma 1 

e b b 

f f(x) dx + f f{x) dx - f f(x) dx = 0 , 

a c a 

which, when we take account of (6.15), again yields (6.17). 
Finally, if two of the points a, 6, and c are equal, then (6.17) follows from 

the conventions (6.15) and (6.16). • 

Definition 1. Suppose that to each ordered pair (a, f3) of points a, (3 G [a, b] 
a number I (a, /?) is assigned so that 

J(a, 7 ) = / ( a , / ? ) + / ( / ? , 7 ) 

for any triple of points a, /?, 7 G [a, b]. 
Then the function /(a,/?) is called an additive (oriented) interval function 

defined on intervals contained in [a, b]. 
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If / G 7£[A, 5 ] , and a,b,c G [A, B], then, setting I(a, 6) = J f(x)dx, we 
a 

conclude from (6.17) that 

c 6 c 

J f(x)dx = J f(x)dx + J f(x)dx , (6.18) 

a a 6 

that is, the integral is an additive interval function on the interval of integra­
tion. The orientation of the interval in this case amounts to the fact that we 
order the pair of endpoints of the interval by indicating which is to be first 
(the lower limit of integration) and which is to be second (the upper limit of 
integration). 

6.2.3 Estimation of the Integral, Monotonicity of the Integral, 
and the Mean-value Theorem 

a. A General Estimate of the Integral We begin with a general esti­
mate of the integral, which, as will become clear later, holds for integrals of 
functions that are not necessarily real-valued. 

Theorem 3. If a < b and f G TZ[a, b], then \f\ G TZ[a, b] and the following 
inequality holds: 

J f(x)dx\<J\f\(x)dx. (6.19) 

If l/l(x) <C on [a,b] then 

j\f\{x)dx<C{b-a). (6.20) 

Proof For a = b the assertion is trivial, and so we shall assume that a < b. 
To prove the theorem it now suffices to recall that | / | G 7£[a, b] (see 

Proposition 4 of Sect. 6.1), and write the following estimate for the Riemann 
sum<7(/ ;P ,0: 

n I n n n 

i=l ' i=l i=l 

Passing to the limit as X(P) —> 0, we obtain 

6 I b 

z = l 

ff(x)dx\< f\f\(x)dx<C(b-a). • 
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b. Monotonicity of the Integral and the First Mean-value Theorem 
The results that follow are specific to integrals of real-valued functions. 

Theorem 4. If a < b, / i , / 2 G TZ[a,b], and f\(x) < f2(x) at each point 
x G [a,b], then 

b b 

jfi(x)dx< f f2(x)dx. (6.21) 

a a 

Proof. For a = b the assertion is trivial. If a < 6, it suffices to write the 
following inequality for the Riemann sums: 

n n 

i=l i=l 

which is valid since Axi > 0 (i = 1 , . . . ,n), and then pass to the limit as 
X(P) -> 0. • 

Theorem 4 can be interpreted as asserting that the integral is monotonic 
as a function of the integrand. 

Theorem 4 has a number of useful corollaries. 

Corollary 1. If a < b, f e 1l[a,b], and m < f(x) < M at each x G [a, b], 
then 

b 

m • (b - a) < j f(x) dx<M>(b-a), (6.22) 

a 

and, in particular, if0< f(x) on [a, b], then 

b b 

0< I f(x)dx 

Proof Relation (6.22) is obtained by integrating each term in the inequality 
m ^ / (#) ^ M and using Theorem 4. • 

Corollary 2. If f G 7£[a, b], m = inf f(x), and M = sup f(x), then 
»€[o,6] xe[a,b] 

there exists a number /J, G [m, M] such that 

b 

j f(x) dx = fjL-(b-a). (6.23) 

Proof If a = 6, the assertion is trivial. If a ^ 6, we set /i = ^ ^ J f(x) dx. It 

then follows from (6.22) that m < /x < M if a < b. But both sides of (6.23) 
reverse sign if a and 6 are interchanged, and therefore (6.23) is also valid for 
b < a. • 
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Corollary 3. If f e C[a, b], there is a point £ G [a, b] such that 

b 

Jf(x)dx = f(Q(b-a). (6.24) 
a 

Proof. By the intermediate-value theorem for a continuous function, there is 
a point f on [a, b] at which /(£) = // if 

m = min f(x) < /JL < max /(#) = M . 
xG[a,6] xG[a,6] 

Therefore (6.24) follows from (6.23). • 

The equality (6.24) is often called the first mean-value theorem for the 
integral. We, however, reserve that name for the following somewhat more 
general proposition. 

Theorem 5. (First mean-value theorem for the integral). Let / , g G TZ[a, b], 
m = inf f(x), and M = sup f(x). If g is nonnegative (or non-positive) 

»€[o,6] xe[a,b] 

on [a,b], then 
b b 

J(f.g)(x)dx = iijg(x)dx, (6.25) 

a a 

where ji G [m, M]. 
If in addition, it is known that f G C[a,b], then there exists a point 

£ G [a, b] such that 

b b 

j(f-g)(x)dx = m)jg(x)dx. (6.26) 

Proof Since interchanging the limits of integration leads to a simultaneous 
sign reversal on both sides of Eq. (6.25), it suffices to verify this equality for 
the case a < b. Reversing the sign of g(x) also reverses the signs of both sides 
of (6.25), so that we may assume without loss of generality that g(x) > 0 on 
[a,b]. 

Since m = inf f(x) and M = sup / (#) , we have, for g(x) > 0, 
»€[o,6] xe[a,b] 

mg(x) < f(x)g(x) < Mg(x). 

Since m • g G TZ[a, 6], / • g G 7£[a, 6], and M - g £ 1Z[a, 6], applying Theorem 4 
and Theorem 1, we obtain 

b 

m J g(x) dx< I f(x)g(x) dx<M I g(x) dx . (6.27) 
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b 

If J g(x)dx = 0, it is obvious from these inequalities that (6.25) holds. 
a 

b 

If J g(x) dx 7̂  0, then, setting 

M = I / g(x) dx\ • / ( / • g){x) dx , 

\a / a 

we find by (6.27) that 
m< /JL< M , 

but this is equivalent to (6.25). 
The equality (6.26) now follows from (6.25) and the intermediate-value 

theorem for a function / G C[a,b], if we take account of the fact that when 
/ G C[a, 6], we have 

m = min f(x) and M = max f(x) . • 
x€.[a,b] x£[a,b] 

We remark that (6.23) results from (6.25) if g(x) = 1 on [a, b]. 

c. The Second Mean-value Theorem for the Integral The so-called 
second mean-value theorem4 is significantly more special and delicate in the 
context of the Riemann integral. 

So as not to complicate the proof of this theorem, we shall carry out a 
useful preparatory discussion that is of independent interest. 

Abel's transformation. This is the name given to the following transformation 
n k 

of the sum ]T a^6 .̂ Let Ak = ^ a ;̂ we also set A0 = 0. Then 
i=l i=l 

^aA = Y^(Ai ~ Ai-l)bi = YlAibi ~YlAi-lbi = 

i=l i=l i=l i=l 
n n—1 n—1 

= 2ZAibi ~ A2 Aibi+i = Anbn ~ A°bi + z2 Ai(bi ~ **+i)-

Thus 
n n—1 

Y^ aA = (Anbn - A0h) + Yl Mb* ~ 6<+i) ' (6'28) 
z = l i=l 

4 Under an additional hypothesis on the function, one that is often completely 
acceptable, Theorem 6 in this section could easily be obtained from the first 
mean-value theorem. On this point, see Problem 3 at the end of Sect. 6.3. 
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or, since AQ = 0, 

n - l 

^ aA = Anbn + ] P Ai(bi - 6i+i) , (6.29) 
z = l z = l 

Abel's transformation provides an easy verification of the following 
lemma. 

k 

Lemma 2. If the numbers A^ = J2 ai (& = 1 , . . . , n) satisfy the inequalities 

m < ^U < M and the numbers bi (i = 1 , . . . , n) are nonnegative and bi > bi+i 
for i = 1 , . . . , n — 1, then 

mbi < Y^ aibi < Mb\ . (6.30) 
z = l 

Proof. Using the fact that bn > 0 and bi — 6*+i > 0 for i = 1 , . . . , n — 1, we 
obtain from (6.29), 

n - l 

J2 aibi < Mbn + ] T M(bi - 6»+i) = M6n + M(6i - 6n) = M&i . 
z = l z = l 

The left-hand inequality of (6.30) is verified similarly. • 

Lemma 3. IffE 7£[a, b], then for any x G [a, b] the function 

F(X) = J f(t)dt (6.31) 

is defined and F(x) G C[a, b]. 

Proof The existence of the integral in (6.31) for any x G [a, b] is already 
known from Proposition 4 of Sect. 6.1; therefore it remains only for us to verify 
that the function F(x) is continuous. Since / G 1Z[a, 6], we have | / | < C < oo 
on [a, 6]. Let x G [a, 6] and x + h G [a, 6]. Then, by the additivity of the 
integral and inequalities (6.19) and (6.20) we obtain 

\F{x + h)-F{x)\ = J f(t)dt-jf(t)dt 
a a 

x+h I Ix+h 

J f(t)dt\< \j |/(t)| d* <C\h\ 
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Here we have used inequality (6.20) taking account of the fact that for 
h < 0 we have 

x+h 

j \f(t)\dt \- j |/(t)|d* = J \f(t)\dt. 
I x+h I x+h 

Thus we have shown that if x and x + h both belong to [a, 6], then 

|F(x + / i ) - F ( x ) | <C\h\ (6.32) 

from which it obviously follows that the function F is continuous at each 
point of [a, b]. • 

We now prove a lemma that is a version of the second mean-value theorem. 

Lemma 4. If f,g G 1Z[a, b] and g is a nonnegative nonincreasing function 
on [a, b] then there exists a point £ G [a, b] such that 

/ ( / * 0)0*0 dx = g(a) / / (x) dx . (6.33) 

Before turning to the proof, we note that, in contrast to relation (6.26) of 
the first mean-value theorem, it is the function f(x) that remains under the 
integral sign in (6.33), not the monotonic function g. 

Proof. To prove (6.33), as in the cases considered above, we attempt to esti­
mate the corresponding Riemann sum. 

Let P be a partition of [a, b]. We first write the identity 

b Xi 

f{f.g)dx = Y, I (f-9)(x)dx = 
a Xi-i 

n xji n x* 

= Yl9^Xi-1^ j f(x)dx + ^>2 / \9(x) ~ 9(xi-!)]f(x)dx 
X%—1 X%—1 

and then show that the last sum tends to zero as A(P) —> 0. 
Since / G 7£[a,6], it follows that | / (x) | < C < oo on [a,6]. Then, using 

the properties of the integral already proved, we obtain 

n x* \ n x* 

£ J \g(x) -9(xi-i)]f(x)dx < Y, J \9(x) ~ 9(xi)\ \f(x)\dx < 
Xi—\ I Xi—\ 

n xi n 

<CJ2 \9(x)-g(xi-1)\dx<C^(9->A)Axi-^0 
t = U 
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as X(P) —> 0, because g G Tl[a, b] (see Proposition 2 of Sect. 6.1). Therefore 

b n xi 

f(f.g)(x)dx= Jim ^gfa-!) [ f(x)dx . (6.34) 
J A(P)-^of-f J a 2 _ 1 Xi-x 

We now estimate the sum on the right-hand side of (6.34). Setting 

X 

F(x) = I f(t)dt, 
a 

by Lemma 3 we obtain a continuous function on [a, b]. 
Let 

m = min F(x) and M = max F(x) . 
x£[a,b] x£[a,b] 

Since / f(x)dx = F(x{) — F(a^_i), it follows that 
Xi-i 

n xji n 

Y;9(xi-i) / f(x)dx = ^2(F(Xi) - Fixi^gix^) . (6.35) 
2 = 1 „ 2 = 1 

Xi-l 

Taking account of the fact that g is nonnegative and nonincreasing on 
[a, 6], and setting 

a» = F(x») - F(x»_i) , ft. = g{xi-i) , 

we find by Lemma 2 that 

n 

mg(a) < ^ (F(x<) - F{xi-1))g{xi-1) < Mg(a) , (6.36) 

2 = 1 

since 

Afc = ̂ a{ = F(xk) - F(x0) = F(xk) - F(a) = F(xk) . 
2 = 1 

Having now shown that the sums (6.35) satisfy the inequalities (6.36), 
and recalling relation (6.34), we have 

b 

mg(a) < J(f • g)[x) dx < Mg(a) . (6.37) 

a 

If g(a) = 0, then, as inequalities (6.37) show, the relation to be proved 
(6.33) is obviously true. 
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If g(a) > 0, we set 

It follows from (6.37) that m < fi < M, and from the continuity of 
X 

F(x) = J f(t) dt on [a, b] that there exists a point £ G [a, b] at which F(£) = /i. 
a 

But that is precisely what formula (6.33) says. • 

Theorem 6. (Second mean-value theorem for the integral). / / f,g G Tl[a, b] 
and g is a monotonic function on [a,b], then there exists a point £ G [a, b] 
such that 

b £ b 

J(f - g)[x) dx = g(a) f f(x) dx + g(b) f f[x) dx . (6.38) 

a a £ 

The equality (6.38) (like (6.33), as it happens) is often called Bonnet's 
formula.5 

Proof Let g be a nondecreasing function on [a, b]. Then G(x) = g(b)—g(x) is 
nonnegative, nonincreasing, and integrable on [a, b]. Applying formula (6.33), 
we find 

b £ 

/ ( / • G)(x) dx = G(a) f f(x) dx . (6.39) 

a a 

But 
b b b 

J(f -G)dx = g(b) f f(x) dx - j(f • g)(x) dx , 

a a a 

« « e 
G(a) y / ( s ) da; = g(b) f f(x) dx - g(a) f f(x) dx . 

a a a 

Taking account of these relations and the additivity of the integral, we 
obtain the equality (6.38), which was to be proved, from (6.39). 

If g is a nonincreasing function, setting G(x) = g(x) — g(b), we find that 
G(x) is a nonnegative, nonincreasing, integrable function on [a, b]. We then 
obtain (6.39) again, and then formula (6.38). • 

5 P.O.Bonnet (1819-1892) - French mathematician and astronomer. His most 
important mathematical works are in differential geometry. 
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6.2.4 Problems and Exercises 

1. Show that if / G 7£[a, b] and /(re) > 0 on [a, b], then the following statements 
are true. 

a) If the function /(re) assumes a positive value f(xo) > 0 at a point of continuity 
XQ G [a, b], then the strict inequality 

b 

/ f(x) dx > 0 

a 

holds. 
b 

b) The condition f f(x) dx = 0 implies that f(x) = 0 at almost all points of 

[a, b]. 

2. Show that if / G 1Z[a, b], m = inf /(re), and M = sup/(re), then 
KM ]a,b[ 

b 

a) f f(x) dx = fi(b — a), where \i G [TO, M] (see Problem 5a of Sect. 6.1); 
a 

b) if / is continuous on [a, 6], there exists a point £ G]a,6[ such that 

b 

/ /Or)dx = / ( 0 ( 6 - a ) . 

3. Show that if / G C[a, 6], /(re) > 0 on [a, 6], and M = max/(rc), then 
[a,b] 

( b \ X / n 

f fn(x)dx\ =M. 
4. a) Show that if / G ft[a, 6], then | / | p G ̂ [a , 6] for p > 0. 

b) Starting from Holder's inequality for sums, obtain Holder's inequality for 
integrals:6 

b \ ( \ \1/p ( br xl/q 

J ( / • g)(x) te\<U \f\P(x) da:J - N \g\«(x) dx 
a ' a a 

if f,g G ft[a,6], p > 1, g > 1, and \ + \ = 1. 

6 The algebraic Holder inequality for p = q = 2 was first obtained in 1821 by 
Cauchy and bears his name. Holder's inequality for integrals with p = q = 2 
was first discovered in 1859 by the Russian mathematician B. Ya. Bunyakovskii 
(1804-1889). This important integral inequality (in the case p = q = 2) is called 
Bunyakovskii's inequality or the Cauchy-Bunyakovskii inequality. One also some­
times sees the less accurate name "Schwarz inequality" after the German math­
ematician H. K. A. Schwarz (1843-1921), in whose work it appeared in 1884. 



6.3 The Integral and the Derivative 359 

c) Starting from Minkowski's inequality for sums, obtain Minkowski's inequality 
for integrals: 

/} \1/p (} V/p /} V 
\J\f + 9\P(x) dx\ < y \f\"(x) dx\ +\J \g\*{x) dx 

if /, g G 7£[a, b] and p > 1. Show that this inequality reverses direction if 0 < p < 1. 
d) Verify that if / is a continuous convex function on R and <p an arbitrary 

continuous function on R, then Jensen's inequality 

f[-J9{t)dt\ <-Jf(<p(t))dt 
V o / o 

holds for c 7̂  0. 

6.3 The Integral and the Derivative 

6.3.1 The Integral and the Primitive 

Let / be a Riemann-integrable function on a closed interval [a, b]. On this 
interval let us consider the function 

X 

F(x) = Jf(t)dt, (6.40) 
a 

often called an integral with variable upper limit 
Since / G 7£[a, 6], it follows that /L , G 7£[a, x] if [a, x] C [a, 6]; therefore 

the function x i->> -F(x) is unambiguously defined for x G [a, b]. 
If 1/(01 ^ C < +°° o n [aib] (and / , being an integrable function, is 

bounded on [a, 6]), it follows from the additivity of the integral and the ele­
mentary estimate of it that 

\F(x + h)-F(x)\ <C\h\ , (6.41) 

if x,x + h G [a, 6]. 
Actually, we already discussed this while proving Lemma 3 in the preced­

ing section. 
It follows in particular from (6.41) that the function F is continuous on 

[a,6], so that F £ C[a,b). 
We now investigate the function F more thoroughly. 
The following lemma is fundamental for what follows. 

Lemma 1. If f G 7£[a, b] and the function f is continuous at a point x G 
[a, b], then the function F defined on [a, b] by (6.40) is differentiable at the 
point x, and the following equality holds: 

F'(x) = f(x) . 
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Proof. Let x,x + h £ [a,b]. Let us estimate the difference F(x + h) — F(x). It 
follows from the continuity of / at x that f(t) = f(x) + A(t), where A(t) —> 0 
as t —> x, t G [a, 6]. If the point x is held fixed, the function A(t) = f(t) — f(x) 
is integrable on [a, 6], being the difference of the integrable function t*-*f(i) 
and the constant / (#) . We denote by M(h) the quantity sup |^i(£)|, where 

tei(h) 
1(h) is the closed interval with endpoints x,x + /i G [a, 6]. By hypothesis 
M(h) -> 0 as h -> 0. 

We now write 
x+h x x+h 

F(x + h)- F(x) = J f{t) dt- J f{t) dt= J fit) dt = 
a a x 

x+h x+h x+h 

= [ (f(x) + A(t))dt= f f(x)dt+ f A(t)dt = f(x)h + a(h)h, 

where we have set 
x+h 

I A(t) dt = a(h)h . 

Since 

x+h I I x+h I I x+h 

f A(t)dt\ < f |^(*)|d* < / M(h)dt M(h)\h\ , 

it follows that \a(h)\ < M(/i), and so a(h) —> 0 as h —> 0 (in such a way that 
x + h G [a, b]). 

Thus we have shown that if the function / is continuous at a point x G 
[a, 6], then for displacements h from x such that x + h G [a, b] the following 
equality holds: 

F(x + h)- F(x) = f(x)h + a(h)h , (6.42) 

where a(h) —> 0 as h —> 0. 
But this means that the function F(x) is differentiate on [a, b] at the 

point x G [a, 6] and that F'(x) = f(x). • 

A very important immediate corollary of Lemma 1 is the following. 

Theorem 1. Every continuous function f : [a, b] —> M on the closed interval 
[a, 6] has a primitive, and every primitive of f on [a, b] has the form 

X 

Hx) = J fit) dt + c, (6.43) 

where c is a constant. 
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Proof. We have the implication ( / G C[a, b]) => ( / G 1Z[a, &]), so that by 
Lemma 1 the function (6.40) is a primitive for / on [a, b]. But two primitives 
T(x) and F(x) of the same function on a closed interval can differ on that 
interval only by a constant; hence F(x) = F(x) + c. • 

For later applications it is convenient to broaden the concept of primitive 
slightly and adopt the following definition. 

Definition 1. A continuous function x \-± F(x) on an interval of the real 
line is called a primitive (or generalized primitive) of the function x \-t f(x) 
defined on the same interval if the relation Tf(x) = f(x) holds at all points 
of the interval, with only a finite number of exceptions. 

Taking this definition into account, we can assert that the following the­
orem holds. 

Theorem 1'. A function f : [a, b] —> R that is defined and bounded on a 
closed interval [a, b] and has only a finite number of points of discontinuity 
has a (generalized) primitive on that interval, and any primitive of f on[a, b] 
has the form (6.43). 

Proof Since / has only a finite set of points of discontinuity, / G 7£[a, 6], and 
by Lemma 1 the function (6.40) is a generalized primitive for / on [a, b]. Here 
we have taken into account, as already pointed out, the fact that by (6.41) 
the function (6.40) is continuous on [a, b]. If F(x) is another primitive of / 
on [a, 6], then F(x) — F{x) is a continuous function and constant on each of 
the finite number of intervals into which the discontinuities of / divide the 
closed interval [a, b]. But it then follows from the continuity of T{x) — F(x) 
on all of [a, b] that F(x) — F(x) = const on [a, b], • 

6.3.2 The Newton-Leibniz Formula 

Theorem 2. / / / : [a, b] -^ R is a bounded function with a finite number of 
points of discontinuity, then f G 7£[a, b] and 

I f(x)dx = T(b)-F(a), (6.44) 

where T : [a, b] —> R is any primitive of f on [a, b]. 

Proof We already know that a bounded function on a closed interval having 
only a finite number of discontinuities is integrable (see Corollary 2 after 
Proposition 2 in Sect. 6.1). The existence of a generalized primitive F(x) of 
the function / on [a, b] is guaranteed by Theorem 1', by virtue of which T(x) 
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has the form (6.43). Setting x = a in (6.43), we find that ^(a) = c, and so 
X 

F(x)= f f(t)dt + f(a) . 
a 

In particular 
b 

Jf(t)dt = F(b)-F(a), 
a 

which, up to the notation for the variable of integration, is exactly formula 
(6.44), which was to be proved. • 

Relation (6.44), which is fundamental for all of analysis, is called the 
Newton-Leibniz formula (or the fundamental theorem of calculus). 

The difference ^(b) — F(a) of values of any function is often written 

F(x) | . In this notation, the Newton-Leibniz formula assumes the form 

r~6 I 
\J f{x)dx = T{x)\h

a.\ 

° 
Since both sides of the formula reverse sign when a and b are interchanged, 
the formula is valid for any relation between the magnitudes of a and 6, that 
is, both for a < b and for a>b. 

In exercises of analysis the Newton-Leibniz formula is mostly used to 
compute the integral on the left-hand side, and that may lead to a some­
what distorted idea of its use. The actual situation is that particular inte­
grals are rarely found using a primitive; more often one resorts to direct 
computation on a computer using highly developed numerical methods. The 
Newton-Leibniz formula occupies a key position in the theory of mathemat­
ical analysis itself, since it links integration and differentiation. In analysis 
it has a very far-reaching extension in the form of the so-called generalized 
Stokes' formula.7 

An example of the use of the Newton-Leibniz formula in analysis itself is 
provided by the material in the next subsection. 

6.3.3 Integration by Parts in the Definite Integral 
and Taylor's Formula 

Proposition 1. If the functions u(x) and v(x) are continuously differen-
tiable on a closed interval with endpoints a and b, then 

b b 

f(u • v')(x) dx = (u- v)\b
a - f(v • u')(x)dx . (6.45) 

a a 

7 G. G. Stokes (1819-1903) - British physicist and mathematician. 



6.3 The Integral and the Derivative 363 

It is customary to write this formula in abbreviated form as 

b b 

/ udv = u - v\ — vdu 

and call it the formula for integration by parts in the definite integral. 

Proof. By the rule for differentiating a product of functions, we have 

(u • v)'(x) = (uf - v)(x) + (u - v')(x) . 

By hypothesis, all the functions in this last equality are continuous, and hence 
integrable on the interval with endpoints a and b. Using the linearity of the 
integral and the Newton-Leibniz formula, we obtain 

b b 

(u -v)(x)\a= / (uf • v)(x)dx + / (u - v')(x)dx . • 

a a 

As a corollary we now obtain the Taylor formula with integral form of the 
remainder. 

Suppose on the closed interval with endpoints a and x the function t •-> 
f(t) has n continuous derivatives. Using the Newton-Leibniz formula and 
formula (6.45), we carry out the following chain of transformations, in which 
all differentiations and substitutions are carried out on the variable t: 

X X 

f(x) - f(a) = J f'{t) dt = -J f'(t)(x - t)' dt = 
a a 

x 

= -f(t)(x-t)\x
a+ j f"(t)(x-t)dt = 

a 
x 

= f'{a){x-a)-\jf"(t)((x-t)2)'dt = 

a 
x 

= f'(a)(x -a)- \f"(t)(x -tf\X
a + \ J f'"(t)(x - tf dt = 

a 
x 

= f'(a)(x -a) + \f"{a){x - a? - ± j f"(t)((x - tf)'dt = 

a 

= f'(a)(x-a) + \f"(a)(x-a)2 + --- + 

+ ^ ~ 4 7T/(n-1)(a)(* - a ) n _ 1 + r"-l(a;x) ' 
2 - 6" - (n— 1) 
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where 
X 

dt (6.46) 

Thus we have proved the following proposition. 

Proposition 2. / / the function t \-± f(t) has continuous derivatives up to 
order n inclusive on the closed interval with endpoints a andx, then Taylor's 
formula holds: 

f(x) = f(a) + ^f\a)(x-a) + --- + ^^f^-1Ha)(x-ar-1+rn-1(a-,x) 

with remainder term rn-i(a;x) represented in the integral form (6.46). 

We note that the function (x — t)n~l does not change sign on the closed 
interval with endpoints a and x, and since t \-> f^n\t) is continuous on that 
interval, the first mean-value theorem implies that there exists a point £ such 
that 

a 
X 

= ^Ty.f{n)^I{x-t)n~ldt = 

1 / ( - ) (0( -I (x- t ) - ) | ; = l/(»)(0(x-a)-. 
( n - 1 ) 

We have again obtained the familiar Lagrange form of the remainder in 
Taylor's theorem. By Problem 2d) of Sect. 6.2, we may assume that £ lies in 
the open interval with endpoints a and x. 

This reasoning can be repeated, taking the expression f^n\^)(x — £)n _ / e , 
where k G [l,n], outside the integral in (6.46). The Cauchy and Lagrange 
forms of the remainder term that result correspond to the values k = 1 and 
k = n. 

6.3.4 Change of Variable in an Integral 

One of the basic formulas of integral calculus is the formula for change of 
variable in a definite integral. This formula is just as important in integration 
theory as the formula for differentiating a composite function is in differential 
calculus. Under certain conditions, the two formulas can be linked by the 
Newton-Leibniz formula. 
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Proposition 3. If if : [a,/3] —> [a, b] is a continuously differentiable mapping 
of the closed interval a < t < (3 into the closed interval a < x < b such that 
ip{pi) = a and <p((3) = b, then for any continuous function f(x) on [a, b] the 
function f((p(t))(p'(t) is continuous on the closed interval [a,/3], and 

b (3 

j f{x)dx = j f(<p(t))<p'(t)dt. (6.47) 
a a 

Proof Let T(x) be a primitive of f(x) on [a, b]. Then, by the theorem on 
differentiation of a composite function, the function T{ip{t)) is a primitive 
of the function f((f(t))(pf(t), which is continuous, being the composition and 
product of continuous functions on the closed interval [a, /?]. By the Newton-

b (3 

Leibniz formula / f(x) dx = T(b) - T(a) and / f(<p(t))<p'(t) dt = Ffaifi)) -
a a 

F((p(pL)). But by hypothesis <p(a) = a and <p((3) = 6, so that Eq. (6.47) does 
indeed hold. D 

It is clear from formula (6.47) how convenient it is that we have not 
just the symbol for the function, but the entire differential f(x)dx in the 
symbol for integration, which makes it possible to obtain the correct integrand 
automatically when the new variable x = ip(t) is substituted in the integral. 

So as not to complicate matters with a cumbersome proof, in Proposition 3 
we deliberately shrank the true range of applicability of (6.47) and obtained it 
by the Newton-Leibniz formula. We now turn to the basic theorem on change 
of variable, whose hypotheses differ somewhat from those of Proposition 3. 
The proof of this theorem will rely directly on the definition of the integral 
as the limit of Riemann sums. 

Theorem 3. Let (p : [a, /?] —> [a, b] be a continuously differentiable strictly 
monotonic mapping of the closed interval a < t < (3 into the closed interval 
a < x <b with the correspondence <p(a) = a, (p((3) = b or <p(a) = b, </?(/?) = a 
at the endpoints. Then for any function f(x) that is integrable on [a, b] the 
function f((p(t))(p'(t) is integrable on [a,/3] and 

(6.48) 

Proof Since ip is a strictly monotonic mapping of [a, 0\ onto [a, b] with end-
points corresponding to endpoints, every partition Pt (a = t0 < • • • < tn = (3) 
of the closed interval [a, 0\ generates a corresponding partition Px of [a, b] 
by means of the images Xi = ip(U) (i = 0, . . . , n ) ; the partition Px may 
be denoted ^p(Pt)- Here XQ = a if <p(a) = a and XQ = b if <p(a) = b. It 
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follows from the uniform continuity of <p on [a,/3] that if X(Pt) —> 0, then 
X(PX) = X((p(Pt)) also tends to zero. 

Using Lagrange's theorem, we transform the Riemann sum a(f;Px,£) as 
follows: 

n n 

2 = 1 

n n 
2 = 1 2 = 1 

2 = 1 2 = 1 

Here xi = <p(ti), & = pin), £2- lies in the closed interval with endpoints 
Xi-i and X{, and the points r2- and f2- lie in the interval with endpoints U-\ 
and U (i = 1 , . . . ,n) . 

Next 

+ E/MrO)(v ,(Ti)-V ,(Ti))^i 

2 = 1 2 = 1 

2 = 1 

Let us estimate this last sum. Since / € 1Z[a, 6], the function / is bounded 
on [a, 6]. Let | / (x) | < C on [a, 6]. Then 

^f{v{r)W{Ti)-V\T^)AU 
2 = 1 

< C - ^ u ; ( ^ ; A ) ^ 2 , 
2 = 1 

where A{ is the closed interval with endpoints U-\ and ^ . 
This last sum tends to zero as X(Pt) —> 0, since <p' is continuous on [a,/?]. 
Thus we have shown that 

n n 

2 = 1 2 = 1 

where a —> 0 as A(P*) —> 0. As already pointed out, if X(Pt) —> 0, then 
\(PX) —> 0 also. But / £ TZ[a,b], so that as X(PX) -> 0 the sum on the left-

hand side of this last equality tends to the integral J f(x) dx. Hence as 

X(Pt) —> 0 the right-hand side of the equality also has the same limit. 
n 

But the sum ]T f((p(ri))(pf(Ti)Ati can be regarded as a completely arbi-
2 = 1 

trary Riemann sum for the function f(tp(t))(p'(t) corresponding to the parti­
tion Pt with distinguished points r = ( T I , . . . , r n ) , since in view of the strict 
monotonicity of <p, any set of points r can be obtained from some correspond­
ing set £ = (£ i , . . . , £n) of distinguished points in the partition Px = ip(Pt). 
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Thus, the limit of this sum is, by definition, the integral of the func­
tion f ((p(t))(pf(t) over the closed interval [a,/3], and we have simultaneously 
proved both the integrability of f((p(t))(pf(t) on [a, 0\ and formula (6.48). • 

6.3.5 Some Examples 

Let us now consider some examples of the use of these formulas and the 
theorems on properties of the integral proved in the last two sections. 

Example 1. 

1 7T/2 7T/2 

/ y/l — x2 dx = / v 1 — sin2 t cos tdt = / cos2 tdt = 

- 1 - T T / 2 - T T / 2 

T T / 2 

If 1 / 1 \ I71"/2 7T 
2 J (1 + C O s 2 t ) d ^ 2 ( t + 2 S i n 2 v L . / 2 = 2 -2 

- T T / 2 

In computing this integral we made the change of variable x = sin t and 
then, after finding a primitive for the integrand that resulted from this sub­
stitution, we applied the Newton-Leibniz formula. 

Of course, we could have proceeded differently. We could have found the 
rather cumbersome primitive \x\J\ — x2 + \ arcsin x for the function y/1 — x2 

and then used the Newton-Leibniz formula. This example shows that in 
computing a definite integral one can fortunately sometimes avoid having 
to find a primitive for the integrand. 

Example 2. Let us show that 

— 7T — 7T — 7T 

for m, n G N. 

a) / sin mx cos nx dx = - I (sin(n + m)x — sin(n — m)x) dx = 

— 7T — 7T 

1 / 1 1 \ I*" 
= cosfn 4- m)x H cos(n — m)x )\ = 0 , 

if n — m ^ 0. The case when n — m = 0 can be considered separately, and in 
this case we obviously arrive at the same result. 

file:///x/J/


368 6 Integration 

TV TV 

b) sm2mxdx=- (l — cos2mx)dx=-(x—-—sm2mx) 

— TV —TV 

TV TV 

c) cos2nxdx = - (1-\-cos2nx)dx =-(x-\-—sm2nx) 

— TV —TV 

Example 3. Let / G 1Z[—a, a]. We shall show that 

a 

2 / f(x) dx , if / is an even function , 

= 7T . 

7T . 

J f(x)dx = 

0 , if / is an odd function . 

If / ( - * ) = / ( * ) , then 

a 0 a 0 a 

y / (*) dx = J f(x) dx + J f(x) dx = J / ( - « ) ( - ! ) dt + J f(x) dx = 

—a —a 0 a 0 
a a a a 

= f f(-t) dt + J f(x) dx = j (f(-x) + /(*)) dx = 2 y* f(x) dx . 

0 0 0 0 

If f(—x) = —/(#), we obtain from the same computations that 

a a 

J f{x) dx = r (f(-x) + f{x)) dx = J 0 dx = 0 . 

-a 0 

Example 4- Let / be a function defined on the entire real line R and having 
period T, that is / ( x + T) = / (x) for all x G R. 

If / is integrable on each finite closed interval, then for any a G R we have 
the equality 

a+T T 

I f(x) dx= f(x) dx , 

a 0 

that is, the integral of a periodic function over an interval whose length equals 
the period T of the function is independent of the location of the interval of 
integration on the real line: 
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a+T 0 T a+T 

J f(x)dx = Jf(x)dx + Jf(x)dx + J f(x) dx = 
a a 0 T 

T 0 a 

= J f(x)dx + J f(x)dx + J f(t + T).ldt = 

0 a 0 
T 0 a T 

= J f(x) dx + J f{x) dx + J f(t) dt = j f(x) dx . 

Here we have made the change of variable x = t + T and used the peri­
odicity of the function f(x). 

l 

Example 5. Suppose we need to compute the integral / sin(x2) dx, for exam-
o 

pie within 10~2. 
We know that the primitive f sin(x2) dx (the Fresnel integral) cannot be 

expressed in terms of elementary functions, so that it is impossible to use the 
Newton-Leibniz formula here in the traditional sense. 

We take a different approach. When studying Taylor's formula in differ­
ential calculus, we found as an example (see Example 11 of Sect. 5.3) that 
on the interval [—1,1] the equality 

sinx « x — —xs + —x5 =: P(x) 
3! 5! 

holds within 10~3. 
But if |sinx — P(x)\ < 10 - 3 on the interval [—1,1], then |sin(x2) — 

P(x2) | < lO"3 also, for 0 < x < 1. 
Consequently, 

l i l l l 

fsm(x2)dx- jP(x2)dx\< f \sm(x2)-P(x2)\dx < f 10 _ 3dx < 1 0 - 3 . 

0 0 I 0 0 

1 

Thus, to compute the integral Jsin(x2) dx with the required precision, it 
o 

l 

suffices to compute the integral f P(x2) dx. But 

o 

l l 

J P(x2) dx=f (x2 - ±x3 + ±x10) dx = 
0 0 

=(^-^7 +^")i:=5-^+^i=»-3 i o ± i°-3 ' 
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and therefore 

i 

/ 
sin(x2) dx = 0.310 ± 2 • lO -^ = 0.31 ± 10 ^1-2 

Example 6. The quantity [i = j ^ f f(x) dx is called the integral average 
a 

value of the function on the closed interval [a, b]. 
Let / be a function that is defined on R and integrable on any closed 

interval. We use / to construct the new function 

x+6 

Fs(x) = ± J f(t)dt, 
x—6 

whose value at the point x is the integral average value of / in the 5-
neighborhood of x. 

We shall show that F$(x) (called the average of / ) is, compared to / , 
more regular. More precisely, if / is integrable on any interval [a, 6], then 
Fs(x) is continuous on R, and if / G C(R), then Fs(x) G C^(R). 

We verify first that F$(x) is continuous: 

\F6(x + h)-F6(x)\ = 
26 

x+8+h x—S 

J f(t)dt+ J f(t)dt 
x+6 x—6+h 

< 

<±(C\h\ + C\h\) = ^\h\, 

if | /(^)| < C? for example, in the 25-neighborhood of x and \h\ < 5. It is 
obvious that this estimate implies the continuity of Fs(x). 

Now if / G C(R), then by the rule for differentiating a composite function 

dx 

ip(x) 
dip 

dx J m A t = h ! m dt • %=w*)y (*) -
a a 

so that from the expression 

x+6 

Fs{x) = h Jmdt~h j ' m d t 

a a 

f(x + S)-f(x-S) 

x—6 

we find that 

n(x) 26 
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After the change of variable t = x + u in the integral, the function F$(x) 
can be written as 

s 
Fs(x) = ^ J f(x + u)du. 

-8 

If / G C(R) , then, applying the first mean-value theorem, we find tha t 

Fs(x) = ±f(x + T)-25 = f(x + r), 

where \r\ < S. It follows tha t 

limoF(5)(x) = f(x) , 

which is completely natural . 

6.3.6 P r o b l e m s a n d Exerc i ses 

1. Using the integral, find 

b) lim 1"+^+n'',iSa>0. 

2. a) Show that any continuous function on an open interval has a primitive on 
that interval. 

b) Show that if / G C (1)[a,6], then / can be represented as the difference of 
two nondecreasing functions on [a, b] (see Problem 4 of Sect. 6.1). 

3. Show that if the function g is smooth, then the second mean-value theorem 
(Theorem 6 of Sect. 6.2) can be reduced to the first mean-value theorem through 
integration by parts. 

4. Show that if / G C(R), then for any fixed closed interval [a, 6], given e > 0 one 
can choose S > 0 so that the inequality \Fs(x) — f(x)\ < e holds on [a, 6], where F$ 
is the average of the function studied in Example 6. 

5. Show that 
X 

I el 1 2 
— dt ~ —zex as x —>• +oo . 
t x2 

x+l 
6. a) Verify that the function f(x) = J sin(£2) dt has the following representation 

X 

as x —>• oo: 
cosfo2) cosfo + l ) 2

 t „{ 1\ 
f{x) = —x WTW + U2" J ' 

b) Find lim xf{x) and lim xf(x). 
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7. Show that if / : R —>• R is a periodic function that is integrable on every closed 
interval [a, b] C R, then the function 

nx) = j fit) At 

can be represented as the sum of a linear function and a periodic function. 

8. a) Verify that for x > 1 and n G N the function 

7T 

Pn(x) = — / (x+ y/x2 — 1 cos(pJ d(p 

o 

is a polynomial of degree n (the nth Legendre polynomial). 

b) Show that 

Pn\X) = — J -j \"n • 
0 ( X _ ^ ^ _ * C O S ^ ) 

9. Let / be a real-valued function defined on a closed interval [a, b] C R and 
£i > • • • > £m distinct points of this interval. The values of the Lagrange interpolating 
polynomial of degree m — 1 

Lm-i(*):= J)/(&)n 
j = l i ^ j 

X - & 

are equal to the values of the function at the points £ i , . . . , £m (the nodes of the 
interpolation), and if / G C^m^[a, 6], then 

f(x) - L m - i ( x ) = ^ / ( m ) ( ( ( x ) ) ^ ( x ) 

where Um(x) = Yl (x ~ £0 an<^ C(x) ^]a> M ( s e e Exercise 11 in Sect. 5.3). 

Let& = *±* + ±^0i\ then 0* G [-1,1], i = l , . . . , m . 

a) Show that 

/ Lm-i (x) dx = - y ^ ^Z <*/(&) 
a 

-2(n^)-. 
i=l 

where 
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In particular 

b 

ai) J L0(x)dx = (b-a)f(^\ , if m = 1 , 91 = 0 ; 
a 

b 

a2) IL1(x)dx=h-^\f(a) + /(&)] , if m = 2 , 0i = - 1 , 02 = 1 ; 

a 

b 

a3) JL2(x)dx=b^^f(a) + 4f(^^f(b) 

o2 = o,e3 = i. 

b) Assuming that / G C (m)[a,6] and setting M m = max | / ( m ) (x ) | , estimate 
x£[a,b] 

the magnitude Rm of the absolute error in the formula 

0 0 

/ f(x)dx = / L m _ i (x )dx + R„ (*) 

and show that \Rm\ < ^£f / |a;m(x)| dx. 
a 

c) In cases a i ) , a2), and as) formula (*) is called respectively the rectangular, 
trapezoidal, and parabolic rule. In the last case it is also called Simpson's rule.8 

Show that the following formulas hold in cases a i ) , a2), and 0*3): 

P _ f'(&)su „\2 p _ f"(&) su „\3 p _ / ( 4 ) ( 6 ) / i „\5 
^ i = 4 (o - Q ) » ^2 = i 2 ~ ~ ^ _ a ^ ' ^ 3 ~ 2880 ' ^ ' 

where £1,^2, £3 G [a, 6] and the function / belongs to a suitable class C^[a, b]. 

d) Let / be a polynomial P. What is the highest degree of polynomials P for 
which the rectangular, trapezoidal, and parabolic rules respectively are exact? 

Let h = ^ p , Xk = a + hk, (k = 0 , 1 , . . . , n), and yu = f{xk)-

e) Show that in the rectangular rule 

b 

J f(x) dx = h(y0 + 2/1 H h yn-i) + Ri 
a 

the remainder has the form R\ = ^-^-(b — a)h, where £ G [a, b]. 

f) Show that in the trapezoidal rule 

b 

f f(x) dx=^ [(y0 + yn) + 2(yi + y2 + • • • + yn-i)] + #2 
a 

the remainder has the form R2 = — * 12 (b — a)h2, where £ G [a, 6]. 

T. Simpson (1710-1761) - British mathematician. 
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g) Show that in Simpson's rule (the parabolic rule) 

b 

/ f(x) dx = - |̂ (2/o + Vn) + 4(yi + y3 + h yn-\) + 

+ 2(?/2 + 2/4 + • • ' + 2/n-2] + #3 , 

which can be written for even values of n, the remainder R3 has the form 

where £ G [a, 6]. 

h) Starting from the relation 

1 

* = 4/i 
dx 
+ z2 

0 

compute 7r within 10~3, using the rectangular, trapezoidal, and parabolic rules. 
Note carefully the efficiency of Simpson's rule, which is, for that reason, the most 
widely used quadrature formula. (That is the name given to formulas for numerical 
integration in the one-dimensional case, in which the integral is identified with the 
area of the corresponding curvilinear trapezoid.) 

10. By transforming formula (6.46), obtain the following forms for the remainder 
term in Taylor's formula, where we have set h = x — a: 

1 

a) ( ^ ^ / ' ( n ) ( a + r / i ) ( 1 - T ) n ~ l d T ; 
0 

1 

b) ^ff(n\x-hVi)dt. 

11 . Show that the important formula (6.48) for change of variable in an integral 
remains valid without the assumption that the function in the substitution is mono-
tonic. 

6.4 Some Applications of Integration 

There is a single pa t tern of ideas tha t often guides the use of integration in 
applications; for tha t reason it is useful to expound this pat tern once in its 
pure form. The first subsection of this section is devoted to tha t purpose. 

6.4.1 A d d i t i v e Interval Funct ions a n d t h e Integral 

In discussing the additivity of the integral over intervals in Sect. 6.2 we in­
troduced the concept of an additive (oriented) interval function. We recall 
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that this is a function (a, /?) i-> / ( a , /?) that assigns a number / ( a , /?) to each 
ordered pair of points (a,/3) of a fixed closed interval [a, 6], in such a way 
that the following equality holds for any triple of points a, /?, 7 G [a, 6]: 

J(a, 7) = /(<*,/?) + /(/?, 7 ) . (6-49) 

It follows from (6.49) when a = (3 = 7 that / ( a , a) = 0, while for a = 7 
we find that J(a,/3) + J(/3,a) = 0, that is, J(a,/?) = -1'(/?, a) . This relation 
shows the effect of the order of the points a, /?. 

Setting 
F(x) = I(a,x) , 

by the additivity of the function I we have 

I(a, /J) = I(a, /?) - I(a, a) = HP) ~ ^ ( « ) • 

Thus, every additive oriented interval function has the form 

I(a,/3)=?(l3)-r(a), (6.50) 

where x i-> ̂ (x) is a function of points on the interval [a, 6]. 
It is easy to verify that the converse is also true, that is, any function 

x i-> F(x) defined on [a, b] generates an additive (oriented) interval function 
by formula (6.50). 

We now give two typical examples. 
X 

Example 1. If / G lZ[a, 6], the function ^(x) = J f(t)dt generates via for-
a 

mula (6.50) the additive function 

I(a,p) = Jf(t)dt. 
a 

We remark that in this case the function !F(x) is continuous on the closed 
interval [a, b]. 

Example 2. Suppose the interval [0,1] is a weightless string with a bead of 
unit mass attached to the string at the point x— 1/2. 

Let T(x) be the amount of mass located in the closed interval [0, x] of the 
string. Then by hypothesis 

{ 0 for x < 1/2 , 

1 for 1/2 < x < 1 . 

The physical meaning of the additive function 

I(a,p) = ?(p)-r(a) 

for /? > a is the amount of mass located in the half-open interval ]a,/?]. 
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Since the function T is discontinuous, the additive function / ( a , /?) in this 
case cannot be represented as the Riemann integral of a function - a mass 
density. (This density, that is, the limit of the ratio of the mass in an interval 
to the length of the interval, would have to be zero at any point of the interval 
[a, b] except the point x = 1/2, where it would have to be infinite.) 

We shall now prove a sufficient condition for an additive interval function 
to be generated by an integral, one that will be useful in what follows. 

Proposi t ion 1. Suppose the additive function I (a, (3) defined for points a, /? 
of a closed interval [a, b] is such that there exists a function f G 1Z[a, b] 
connected with I as follows: the relation 

inf /(*)(/? - a) < /(a,/3) < sup /(*)(/? - a) 
*€[a,/3] xe[a,0] 

holds for any closed interval [a, /?] such that a < a < (3 <b. Then 

b 

I(a,b) = Jf(x)dx. 

Proof Let P be an arbitrary partition a = XQ < • • • < xn = b of the closed 
interval [a, 6], let mi = inf / (#) , and let Mi = sup /(#)• 

x£[Xi — i,Xi\ xE[xi—i,Xi] 

For each interval [xi_i,Xi] of the partition P we have by hypothesis 

miAxi < I(xi-i,Xi) < MiAxi . 

Summing these inequalities and using the additivity of the function 7(a,/3), 
we obtain 

n n 
^j^miAxi < I(a,b) < ^jT^MiAxi . 
2 = 1 2 = 1 

The extreme terms in this last relation are familiar to us, being the upper 
and lower Darboux sums of the function / corresponding to the partition 
P of the closed interval [a, b]. As X(P) —> 0 they both have the integral of 
/ over the closed interval [a, b] as their limit. Thus, passing to the limit as 
X(P) -> 0, we find that 

o 

/ (a, b) = J f(x) dx . • 

Let us now illustrate Proposition 1 in action. 
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6.4.2 Arc Length 

Suppose a particle is moving in space R3 and suppose its law of motion 
is known to be r(t) = {x(t),y(t),z(t)), where x(£), y(t), and z(t) are the 
rectangular Cartesian coordinates of the point at time t. 

We wish to define the length l[a, b] of the path traversed during the time 
interval a <t < b. 

Let us make some concepts more precise. 

Definition 1. A path in R3 is a mapping 1»-» (x(t), y(t), z(t)) of an interval 
of the real line into R3 defined by functions x(t), y(t), z(t) that are continuous 
on the interval. 

Definition 2. If 1»-» (x(t), y(t), z(t)) is a path for which the domain of the 
parameter t is the closed interval [a, b] then the points 

A= (x(a),y(a),z(a)) and B = (x(b),y(b),z(b)) 

in R3 are called the initial point and terminal point of the path. 

Definition 3. A path is closed if it has both an initial and terminal point, 
and these points coincide. 

Definition 4. If r : / —> R3 is a path, the image r(I) of the interval / in 
R3 is called the support of the path. 

The support of an abstract path may turn out to be not at all what 
we would like to call a curve. There are examples of paths whose supports, 
for example, contain an entire three-dimensional cube (the so-called Peano 
"curves"). However, if the functions x(£), y(t), and z(t) are sufficiently regular 
(as happens, for example, in the case of a mechanical motion, when they are 
differentiate), we are guaranteed that nothing contrary to our intuition will 
occur, as one can verify rigorously. 

Definition 5. A path r : I —> R3 for which the mapping / —• r(I) is one-
to-one is called a simple path or parametrized curve, and its support is called 
a curve in R3. 

Definition 6. A closed path r : [a, b] —> R3 is called a simple closed path or 
simple closed curve if the path r : [a, 6[—> R3 is simple. 

Thus a simple path differs from an arbitrary path in that when moving 
over its support we do not return to points reached earlier, that is, we do 
not intersect our trajectory anywhere except possibly at the terminal point, 
when the simple path is closed. 

Definition 7. The path r : I —> R3 is called a path of a given smoothness 
if the functions x(t), y(t), and z(t) have that smoothness. 

(For example, the smoothness C[a,b], C^[a,b], or C^[a,b].) 



378 6 Integration 

Definition 8. A path r : [a, b] —> R3 is piecewise smooth if the closed in­
terval [a, b] can be partitioned into a finite number of closed intervals on 
each of which the corresponding restriction of the mapping r is defined by 
continuously differentiable functions. 

It is smooth paths, that is, paths of class C^ and piecewise smooth paths 
that we intend to study just now. 

Let us return to the original problem, which we can now state as the 
problem of defining the length of a smooth path r : [a, b] —> R3. 

Our initial ideas about the length l[a, b] of the path traversed during the 
time interval a <t < (3 are as follows: First, if a < (3 < 7, then 

J[a,7] = f [a,/?]+*[/?, 7 ] , 

and second, if v(t) = (x(i),y(t),z(i)) is the velocity of the point at time t, 
then 

inf J v ( t ) | ( / ? - a ) < J [ a , / ? ] < sup \v(t)\(/3 - a) . 

Thus, if the functions x(t), y(i), and z(t) are continuously differentiable 
on [a, 6], by Proposition 1 we arrive in a deterministic manner at the formula 

b b 

l[a,b]= f\v(t)\dt= J ^x*(t)+y2(t)+z2(t)dt, (6.51) 

a a 

which we now take as the definition of the length of a smooth path r : [a, b] —> 
R3. 

If z(t) = 0, the support lies in a plane, and formula (6.51) assumes the 
form 

b 

l[a, b}= f y/x*(t)+y2(t)dt. (6.52) 

Example 3. Let us test formula (6.52) on a familiar object. Suppose the point 
moves according to the law 

x = R cos 2nt, 
(6.53) 

y = Rsin 2irt . 

Over the time interval [0,1] the point will traverse a circle of radius i?, 
that is, a path of length 2nR if the length of a circle can be computed from 
this formula. 

Let us carry out the computation according to formula (6.52): 

1 

Z[0,1] = / \/(-27r#sin27r*)2 + (27rJRcos27rt)2dt = 2nR . 
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Despite the encouraging agreement of the results, the reasoning just car­
ried out contains some logical gaps that are worth paying attention to. 

The functions cos a and sin a, if we use the high-school definition of them, 
are the Cartesian coordinates of the image p of the point po = (1,0) under a 
rotation through angle a. 

Up to sign, the quantity a is measured by the length of the arc of the 
circle x2 + y2 = 1 between po and p. Thus, in this approach to trigonometric 
functions their definition relies on the concept of the length of an arc of a 
circle and hence, in computing the circumference of a circle above, we were 
in a certain sense completing a logical circle by giving the parametrization in 
the form (6.53). 

However, this difficulty, as we shall now see, is not fundamental, since a 
parametrization of the circle can be given without resorting to trigonometric 
functions at all. 

Let us consider the problem of computing the length of the graph of a 
function y = f(x) defined on a closed interval [a, b] C R. We have in mind 
the computation of the length of the path r : [a, b] —> R2 having the special 
parametrization 

x i-> (x, f(x)) , 

from which one can conclude that the mapping r : [a, b] —> R2 is one-to-one. 
Hence, by Definition 5 the graph of a function is a curve in R2. 

In this case formula (6.52) can be simplified, since by setting x = t and 
y = f(t) in it, we obtain 

b 

*[«, b] = f yjl + [f'(t)}2&t. (6.54) 
a 

In particular, if we consider the semicircle 

y = V 1 — x2 , — 1 < x < 1 , 

of the circle x2 + y2 = 1, we obtain for it 

'=/7i+& 
- l v 

But the integrand in this last integral is an unbounded function, and 
hence does not exist in the traditional sense we have studied. Does this mean 
that a semicircle has no length? For the time being it means only that this 
parametrization of the semicircle does not satisfy the condition that the func­
tions x and y be continuous, under which formula (6.52), and hence also 
formula (6.54), was written. For that reason we must either consider broad­
ening the concept of integral or passing to a parametrization satisfying the 
conditions under which (6.54) can be applied. 

•̂  da: / ax (6.55) 
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We remark that if we consider this parametrization on any closed interval 
of the form [—1 + 5,1 — 5], where — 1 < — 1 + 5 < 1 — 5 < 1, then formula 
(6.54) applies on that interval, and we find the length 

l[-l + 6,l-6]= f 

i s 
dx 

- l + < 5 

for the arc of the circle lying above the closed interval [— 1 + 5,1 — S]. 
It is therefore natural to consider that the length I of the semicircle is 

the limit lim l[—1 + 5,1 — 5]. One can interpret the integral in (6.55) in the 
<5->-+0 

same sense. We shall study this naturally arising extension of the concept of 
a Riemann integral in the next section. 

As for the particular problem we are studying, without even changing the 
parametrization one can find, for example, the length l[ — | , | ] of an arc of 
the unit circle subtended by a chord congruent to the radius of the circle. 
Then (from geometric considerations alone) it must be that I = 3-l[— | , | ] . 

We remark also that 

and therefore 

l - < 5 

f[-l + <U-<S] = 2 / V^-x2dx-(xVl-x2)\1_ 
- l + < 5 

Thus, 
l 

lim l[-l + 5,1 - S] = 2 / \ / T ^ x 2 dx . 

The length of a semicircle of unit radius is denoted 7r, and we thus arrive 
at the following formula 

:/,/• 2 / V l - x 2 d x . 
-1 

This last integral is an ordinary (not generalized) Riemann integral and 
can be computed with any precision. 

If for x £ [—1,1] we define arccosx as l[x, 1], then by the computations 
carried out above 
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arccos x = 
dt 

or 

arccos x xy/l - x2 + 2 I y/l - t2 dt 

If we regard arc length as a primitive concept, then we must also regard 
the function x i-> arccos x introduced just now and the function x i-> arcsinx, 
which can be introduced similarly, as primitive. But the functions x i-> cos x 
and x i-> sin a: can then be obtained as the inverses of these functions on 
the corresponding intervals. In essence, this is what is done in elementary 
geometry. 

The example of the length of a semicircle is instructive not only because 
while studying it we made a remark on the definition of the trigonometric 
functions that may be of use to someone, but also because it naturally raises 
the question whether the number defined by formula (6.51) depends on the 
coordinate system x, y, z and the parametrization of the curve when one is 
finding the length of a curve. 

Leaving to the reader the analysis of the role played by three-dimensional 
Cartesian coordinates, we shall examine here the role of the parametrization. 

We need to clarify that by a parametrization of a curve in R3, we mean 
a definition of a simple path r : I —> M3 whose support is that curve. The 
point or number t G I is called a parameter and the interval I the domain of 
the parameter. _ 

If r : I —> C and r : I —» C are two one-to-one mappings with the same 
set of values £, there naturally arise one-to-one mappings T - 1 o f : J - > / 
and r~l o r \ I —> I between the domains I and / of these mappings. 

In particular, if there are two parametrizations of the same curve, then 
there is a natural correspondence between the parameters t G / and r € I, 
t = t(r) or r = r( t) , making it possible, knowing the parameter of a point in 
one parametrization, to find^ts parameter in the other parametrization. 

Let r : [a, b] —> C and r : [a, /?] —> C be two parametrizations of the 
same curve with the correspondences r(a) = r(a) and r(b) = r(/3) between 
their initial and terminal points. Then the transition functions t = t(r) and 
r = r(t) from one parameter to another will be continuous, strictly monotonic 
mappings of the closed intervals a < t < b and a < r < (3 onto each other 
with the initial points and terminal points corresponding: a f i a , b f-> /?. 

Here, if the curves r and JT are defined by the triples (#(£), y(t), z(t)) and 
(x(t),y(t),z(t)) of smooth functions such that |v(t)|2 = x2{t)-\-y2{t)-\-z2{t) ^ 

• 2 • 2 • 2 

0 on [a,b] and |v(r) |2 = x (r) + y (r) + z (r) ^ 0 on [a,/?], then one can 
verify that in this case the transition functions t = t(r) and r = r(t) are 
smooth functions having positive derivatives on the intervals on which they 
are defined. 
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We shall not undertake to verify this assertion here; it will eventually 
be obtained as a corollary of the important implicit function theorem. At 
the moment this assertion is mostly intended as motivation for the following 
definition. 

Definition 9. The path T : [a, /?] -> R3 is obtained from T : [a, b] -+ 
R3 by an admissible change of parameter if there exists a smooth mapping 
T : [a,/?] -> [a,b] such that T(a) = a, T(/3) = 6, T'{T) > 0 on [a,/?] and 

r = r o T. 

We now prove a general proposition. 

Proposition 2. / / a smooth path r : [a, /?] —> R3 zs obtained from a smooth 
path r : [a, 6] —> R3 by an admissible change of parameter, then the lengths 
of the two paths are equal. 

Proof Let T : [a, /?] -> R3 and T : [a, 6] -> R3 be defined respectively by the 
triples of smooth functions r i-> (x(r) ,y(r) ,z(r)) and t i-> (x(£), ?/(£), z(£)), 
and let t = t(r) be the admissible change of parameter under which 

x ( r ) = x ( t ( r ) ) , 2 / ( r )=2/( t ( r ) ) , 5(r) = z(t(r)) . 

Using the definition (6.51) of path length, the rule for differentiating a 
composite function, and the rule for change of variable in an integral, we have 

b 

a 

= J y/i2(t(r)) +y2(t(r)) + z2(t(r))t'(r) dr = 
a. 

0 

= J y/[x(t(r))t'(r)}2 + [y(t(r))t'(r)}2 + [z(t(r))t'(r)}2 dr = 

a. 

= / yx2(r) + ^ 2 ( r ) + ! 2 ( r ) d r . D 

a. 

Thus, in particular, we have shown that the length of a curve is indepen­
dent of a smooth parametrization of it. 

The length of a piecewise smooth path is defined as the sum of the lengths 
of the smooth paths into which it can be divided; for that reason it is easy to 
verify that the length of a piecewise smooth path also does not change under 
an admissible change of its parameter. 

To conclude the discussion of the concept of the length of a path and the 
length of a curve (which, after Proposition 2, we now have the right to talk 
about), we consider another example. 
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Example 4- Let us find the length of the ellipse defined by the canonical 
equation 

(6.56) 
x2 y2 

+ 1 2 = 1 ( a > 6 > 0 ) . 

Taking the parametrization x = a s in^ , y = &cos?/>, 0 < ip < 2TT, we 
obtain 

2TT 2TT 

/ = / \/(acos ?/>)2 + (—bsin?/>)2 d?/> = / y a2 — (a2 — 62)sin2/0d /0 = 

TT/2 

= 4 a / / 
a2-b2 . 

TT /2 

1 2~~" s m 2 ipdtp = 4a / yl — k2 sin2 ?/> d?/> , 

o o 

J,2 
where A;2 = 1 — 2̂ is the square of the eccentricity of the ellipse. 

The integral 

E(k,(p)= J yjl-k2sm2^d^ 

cannot be expressed in elementary functions, and is called an elliptic integral 
because of the connection with the ellipse just discussed. More precisely, 
E(k, </?) is the elliptic integral of second kind in the Legendre form. The value 
that it assumes for <p = TT/2 depends only on &, is denoted E(k), and is called 
the complete elliptic integral of second kind. Thus E(k) = E,(/c,7r/2), SO that 
the length of an ellipse has the form / = AaE(k) in this notation. 

6.4.3 The Area of a Curvilinear Trapezoid 

Consider the figure aABb of Fig. 6.2, which is called a curvilinear trapezoid. 
This figure is bounded by the vertical line segments a A and bB, the closed 

interval [a, b] on the x-axis, and the curve AB, which is the graph of an 
integrable function y = f(x) on [a, b]. 

a a /3 b x 

Fig. 6.2. 
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Let [a,/?] be a closed interval contained in [a, b]. We denote by S(a,(3) 
the area of the curvilinear trapezoid af(a)f((3)(3 corresponding to it. 

Our ideas about area are as follows: i f a < a < / ? < 7 < 6 , then 

S(a, 7) = S(a,/?) + $(/?, 7 ) . 

(additivity of areas) and 

inf f(x)(/3-a)<S(a,/3)< sup f(x)((3-a) 
xe[ot,(3) xe[a,/3] 

(The area of an enclosing figure is not less than the area of the figure en­
closed.) 

Hence by Proposition 1, the area of this figure must be computed from 
the formula 

b 

S(a,b)= f f(x)dx. (6.57) 

a 

Example 5. Let us use formula (6.57) to compute the area of the ellipse given 
by the canonical equation (6.56). 

By the symmetry of the figure and the assumed additivity of areas, it 
suffices to find the area of just the part of the ellipse in the first quadrant, 
then quadruple the result. Here are the computations: 

7T/2 

5 = 4 f Jb2(l-^)dx = 4b f Vl-sin2tacostdt = 

o o 
TT /2 TT /2 

= 4ab / cos2 tdt = 2ab / (1 - cos 2t) dt = nab . 

Along the way we have made the change of variable x = asint, 0 < t < TT/2. 
Thus S = nab. In particular, when a = b = R, we obtain the formula TTR2 

for the area of a disk of radius R. 

Remark. It should be noted that formula (6.57) gives the area of the curvilin­
ear trapezoid under the condition that f(x) > 0 on [a, b]. If / is an arbitrary 
integrable function, then the integral (6.57) obviously gives the algebraic sum 
of the areas of corresponding curvilinear trapezoids lying above and below 
the x-axis. When this is done, the areas of trapezoids lying above the x-axis 
are summed with a positive sign and those below with a negative sign. 

6.4.4 Volume of a Solid of Revolution 

Now suppose the curvilinear trapezoid shown in Fig. 6.2 is revolved about 
the closed interval [a, b]. Let us determine the volume of the solid that results. 
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We denote by V(a, (3) the volume of the solid obtained by revolving the 
curvilinear trapezoid af(a)f((3)(3 (see Fig. 6.2) corresponding to the closed 
interval [a,/?] C [a,b]. 

According to our ideas about volume the following relations must hold: if 
a < a < / 3 < 7 < 6 , then 

V(a,1) = V(a,(3) + V((3,1) 

and 

) • J inf J(x))2((3-a)<V(a,(3)<7r( sup f(x))\p-a 

In this last relation we have estimated the volume V(a, /?) by the volumes 
of inscribed and circumscribed cylinders and used the formula for the volume 
of a cylinder (which is not difficult to obtain, once the area of a disk has been 
found). 

Then by Proposition 1 

b 

V(a,b)=7r ff(x)dx. (6.58) 

a 

Example 6. By revolving about the x-axis the semicircle bounded by the 
closed interval [—i?, R] of the axis and the arc of the circle y = y/R2 — x2, 
—R<x<R, one can obtain a three-dimensional ball of radius R whose 
volume is easily computed from (6.58): 

R 

V = 7T f(R2-X2)dx=^7TR3. 

-R 

More details on the measurement of lengths, areas, and volumes will be 
given in Part 2 of this course. At that time we shall solve the problem of the 
invariance of the definitions we have given. 

6.4.5 Work and Energy 

The energy expenditure connected with the movement of a body under the 
influence of a constant force in the direction in which the force acts is mea­
sured by the product F • S of the magnitude of the force and the magnitude 
of the displacement. This quantity is called the work done by the force in the 
displacement. In general the directions of the force and displacement may be 
noncollinear (for example, when we pull a sled by a rope), and then the work 
is defined as the inner product (F, S) of the force vector and the displacement 
vector. 

Let us consider some examples of the computation of work and the use 
of the related concept of energy. 
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Example 7. The work that must be performed against the force of gravity 
to lift a body of mass m vertically from height hi above the surface of the 
Earth to height h2 is, by the definition just given, mg(h<i — hi). It is assumed 
that the entire operation occurs near the surface of the Earth, so that the 
variation of the gravitational force mg can be neglected. The general case is 
studied in Example 10. 

Example 8. Suppose we have a perfectly elastic spring, one end of which is 
attached at the point 0 of the real line, while the other is at the point x. It 
is known that the force necessary to hold this end of the spring is kx, where 
k is the modulus of the spring. 

Let us compute the work that must be done to move the free end of the 
spring from position x = a to x = b. 

Regarding the work A(a,/3) as an additive function of the interval [a,/3] 
and assuming valid the estimates 

inf (kx)(0 - a) < A(a,0) < sup (kx)(0 - a) , 
*€[<*,/?] xe[a,0] 

we arrive via Proposition 1 at the conclusion that 

b 

/

kx2 \b 

kx dx = —-

This work is done against the force. The work done by the spring during the 
same displacement differs only in sign. 

The function U(x) = *§- that we have found enables us to compute the 
work we do in changing the state of the spring, and hence the work that 
the spring must do in returning to its initial state. Such a function U(x), 
which depends only on the configuration of the system, is called the potential 
energy of the system. It is clear from the construction that the derivative of 
the potential energy gives the force of the spring with the opposite sign. 

If a point of mass m moves along the axis subject to this elastic force 
F = — kx, its coordinate x(t) as a function of time satisfies the equation 

mx = —kx . (6.59) 

We have already verified once (see Subsect. 5.6.6) that the quantity 

mv 
2 

+ * | ! = K(t) + U(x(t)) = E , (6.60) 

which is the sum of the kinetic and (as we now understand) potential energies 
of the system, remains constant during the motion. 

Example 9. We now consider another example In this example we shall en­
counter a numer of concepts that we have introduced and become familiar 
with in differential and integral calculus. 
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We begin by remarking that by analogy with the function (6.60), which 
was written for a particular mechanical system satisfying Eq. (6.59), one can 
verify that for an arbitrary equation of the form 

*(*) = /(*(*)) , (6-61) 

where f(s) is a given function, the sum 

y + U(s) = E (6.62) 

does not vary over time if Uf (s) = —f(s). 
Indeed, 

dE Ids2 dU(s) ... dU ds .,.. , , Nv n 

Thus by (6.62), regarding E as a constant, we obtain successively, first 

s = ±^2(E - U(s)) 

(where the sign must correspond to the sign of the derivative *j|), then 

— -+ l 

ds y/2(E-U(s)) 

and finally 

t = ci± / = . 
J y/2{E - U{s)) 

Consequently, using the law of conservation of the "energy" (6.62) in Eq. 
(6.61), we have succeeded theoretically in solving this equation by finding 
not the function s(£), but its inverse t(s). 

The equation (6.61) arises, for example, in describing the motion of a 
point along a given curve. Suppose a particle moves under the influence of 
the force of gravity along a narrow ideally smooth track (Fig. 6.3). 

Let s(t) be the distance along the track (that is, the length of the path) 
from a fixed point O - the origin of the measurement - to the point where the 
particle is at time t. It is clear that then s(t) is the magnitude of the velocity 
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of the particle and s(t) is the magnitude of the tangential component of its 
acceleration, which must equal the magnitude of the tangential component 
of the force of gravity at a given point of the track. It is also clear that the 
tangential component of the force of gravity depends only on the point of the 
track, that is, it depends only on s, since s can be regarded as a parameter 
that parametrizes the curve9 with which we are identifying the track. If we 
denote this component of the force of gravity by f(s), we find that 

ms = f(s) . 

For this equation the following quantity will be preserved: 

-ms2 + U(s) = E , 

where U'(s) = -f(s). 
Since the term \ms2 is the kinetic energy of the point and the motion 

along the track is frictionless, we can guess, avoiding calculations, that the 
function U(s), up to a constant term, must have the form mgh(s), where 
mgh(s) is the potential energy of a point of height h(s) in the gravitational 
field. 

If the relations s(0) = 0, 5(0) = so, and h(so) — ̂ 0 held at the initial 
time t = 0, then by the relations 

2 W 
— =s2 + 2gh(s) = C 
m 

we find that C = 2gh(so), and therefore s2 = 2g(ho — h(s)) and 

s 

ds I ^/2g(h0 - h(s)) ' 
(6.63) 

In particular if, as in the case of a pendulum, the point moves along a 
circle of radius R, the length s is measured from the lowest point O of the 
circle, and the initial conditions amount to the equality s(0) = 0 at t = 0 
and a given initial angle of displacement — tpo (see Fig. 6.4). Then, as one 
can verify, expressing s and h(s) in terms of the angle of displacment </?, we 
obtain 

s <p 

t = [ d-l = / 
J J2g(h0 - h(s)) J ^2g(ho - h(s)) J y/2gR(cosip - cos(f0) 
so —<po 

or 
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Fig. 6.4. 

Thus for a half-period \T of oscillation of the pendulum we obtain 

R f 
9 J 

d^ 

ysin" ^ — sin' 2 ? - sin2 % 
(6.65) 

from which, after the substitution J?"1/̂  ' il\ = sin 9, we find 

I "72 

IR r de T = 4, I 9 J Vl-k2sm26 
0 

(6.66) 

where k2 = sin2 ^ . 
We recall that the function 

FM'JjTZ 
dO 

is called an elliptic integral of first kind in the Legendre form. For (p = TT/2 
it depends only on A;2, is denoted K(k), and is called the complete elliptic 
integral of first kind. Thus, the period of oscillation of the pendulum is 

T = 4tJ-K(k). 
9 

(6.67) 

If the initial displacement angle (po is small, we can set k = 0, and then 
we obtain the approximate formula 

T « 2 T T 4 (6.68) 

9 The parametrization of a curve by its own arc length is called its natural 
parametrization, and s is called the natural parameter. 
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Now that formula (6.66) has been obtained it is still necessary to examine 
the whole chain of reasoning. When we do, we notice that the integrands 
in the integrals (6.63)-(6.65) are unbounded functions on the interval of in­
tegration. We encountered a similar difficulty in studying the length of a 
curve, so that we have an approximate idea of how to interpret the integrals 
(6.63)-(6.65). 

However, given that this problem has arisen for the second time, we should 
study it in a precise mathematical formulation, as will be done in the next 
section. 

Example 10. A body of mass m rises above the surface of the Earth along 
the trajectory 11-> (x(t), y(t), z(t)), where t is time, a < t < 6, and x, y, z are 
the Cartesian coordinates of the point in space. It is required to compute the 
work of the body against the force of gravity during the time interval [a, b]. 

The work A(a, /?) is an additive function of the time interval [a, /?] C [a, b]. 
A constant force F acting on a body moving with constant velocity v 

performs work (F,v/i) = (F,v)ft in time /i, and so the estimate 

inf <P(p(t)), v(t)>(/3 - a) < A(a,(3) < sup <P(p(t)),v(t))(J3 - a) 
*€[<*,/?] te[a,/3] 

seems natural, where v(£) is the velocity of the body at time £, p(t) is the 
point in space where the body is located at time t, and F(p(t)) is the force 
acting on the body at the point p = p(t). 

If the function (F(p(t)), v(t)) happens to be integrable, then by Propo­
sition 1 we must conclude that 

b 

A(a,b) = J(F(p(t))Mt))dt 

In the present case v(t) = ( i ( t ) ,y( t ) , i ( t ) ) , and if r(t) = (x(t),y(t),z(t)), 
then by the law of universal gravitation, we find 

„ , v „ , x „mM GmM 
F(p) =F(x,y,z) =G—^-r= ——————_(a:,2/,2?) , 

where M is the mass of the Earth and its center is taken as the origin of the 
coordinate system. 

Then, 
rx{t)x{t)+y{t)y{t)+z{t)z{t) 

(F,v)(t) = GmM-
(*2(t) + y 2 ( t )+ **(*)) 

and therefore 
b b 

3/2 

AF,V)(«)* - W i W) + *0 + *V)' _ 
(S2(i)+i/2(i) + 22(*)r 

GmM 

(x2(t)+yZ(t)+z*(t)) 
1/2 

b GmM 

|r(*)|. 

b 
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Thus 
At ,N GmM GmM 

| r(6)| | r (a ) | 

We have discovered tha t the work we were seeking depends only on the 
magnitudes | r (a) | and |r(6)| of the distance of the body of mass m from the 
center of the Ear th at the initial and final instants of t ime in the interval 
[a,b]. 

Setting 
GM 

U(r) = — > 

we find tha t the work done against gravity in displacing the mass m from 
any point of a sphere of radius ro to any point of a sphere of radius r\ is 
computed by the formula 

A - o r ^ m ^ r o J - ^ n ) ) . 

The function U(r) is called a Newtonian potential If we denote the radius 
of the Ear th by R, then, since ^ r = g, we can rewrite U(r) as 

U(r) = * * 
r 

Taking this into account, we can obtain the following expression for the 
work needed to escape from the Ear th ' s gravitational field, more precisely, to 
move a body of mass m from the surface of the Ear th to an infinite distance 
from the center of the Ear th . It is natural to take tha t quanti ty to be the 
limit lim ARr. 

Thus the escape work is 

(OR2 9&2\ A = ARoo = hm ARr = hm mi— = mgR . 
i—>-+oo i—>-+oo \ K V J 

6.4.6 P r o b l e m s and Exerc i ses 

1. Fig. 6.5 shows the graph of the dependence F = F(x) of a force acting along 
the x-axis on a test particle located at the point x on the axis. 

a) Sketch the potential for this force in the same coordinates. 

b) Describe the potential of the force —F(x). 

c) Investigate to determine which of these two cases is such that the position xo 
of the particle is a stable equilibrium position and what property of the potential 
is involved in stability. 

2. Based on the result of Example 10, compute the velocity a body must have in 
order to escape from the gravitational field of the Earth (the escape velocity for the 
Earth). 
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Fig. 6.5. 

3 . On the basis of Example 9 

a) derive the equation R<f> = g sin <p for the oscillations of a mathematical pen­
dulum; 

b) assuming the oscillations are small, obtain an approximate solution of this 
equation; 

c) from the approximate solution, determine the period of oscillation of the 
pendulum and compare the result with formula (6.68). 

4. A wheel of radius r rolls without slipping over a horizontal plane at a uniform 
velocity v. Suppose at time t = 0 the uppermost point A of the wheel has coordi­
nates (0,2r) in a Cartesian coordinate system whose x-axis lies in the plane and is 
directed along the velocity vector. 

a) Write the law of motion t h^ (x(t),y(t)) of the point A. 

b) Find the velocity of A as a function of time. 

c) Describe graphically the trajectory of A. (This curve is called a cycloid.) 

d) Find the length of one arch of the cycloid (the length of one period of this 
periodic curve). 

e) The cycloid has a number of interesting properties, one of which, discovered 
by Huygens10 is that the period of oscillation of a cycloidal pendulum (a ball rolling 
in a cycloidal well) is independent of the height to which it rises above the lowest 
point of the well. Try to prove this, using Example 9. (See also Problem 6 of the 
next section, which is devoted to improper integrals.) 

5. a) Starting from Fig. 6.6, explain why, if y = f(x) and x = g(y) are a pair of 
mutually inverse continuous nonnegative functions equal to 0 at x = 0 and y = 0 
respectively, then the inequality 

xy <[f(t)dt+fg(t)dt 
o o 

must hold. 
10 Ch. Huygens (1629-1695) - Dutch engineer, physicist, mathematician, and as­

tronomer. 
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0 x 

Fig. 6.6. 

b) Obtain Young's inequality 

xy < -xp H—yq 

V Q 

from a) for x, y > 0, p, q > 0, 1 + 1 = 1. 

c) What geometric meaning does equality have in the inequalities of a) and b)? 

6. The Buff on needle problem.11 The number IT can be computed in the following 
rather surprising way. 

We take a large sheet of paper, ruled into parallel lines a distance h apart and 
we toss a needle of length I < h at random onto it. Suppose we have thrown the 
needle N times, and on n of those times the needle landed across one of the lines. 
If N is sufficiently large, then n « -^, where p = -^ is the approximate probability 
that the needle will land across a line. 

Starting from geometric considerations connected with the computation of area, 
try to give a satisfactory explanation of this method of computing n. 

6.5 Improper Integrals 

In the preceding section we encountered the need for a somewhat broader 
concept of the Riemann integral. There, in studying a particular problem, 
we formed an idea of the direction in which this should be done. The present 
section is devoted to carrying out those ideas. 

6.5.1 Definition, Examples, and Basic Properties 
of Improper Integrals 

Definition 1. Suppose the function x i-» f(x) is defined on the interval 
[a, +oo[ and integrable on every closed interval [a, b] contained in that inter­
val. 

11 J.L. L.Buffon (1707-1788) - French experimental scientist. 
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The quantity 

/
f(x) dx := lira / f(x) dx , 

b^+ooj 
a a 

if this limit exists, is called the improper Riemann integral or the improper 
integral of the function f over the interval [a, +00[. 

+00 

The expression J f{x) dx itself is also called an improper integral, and 
a 

in that case we say that the integral converges if the limit exists and diverges 
otherwise. Thus the question of the convergence of an improper integral is 
equivalent to the question whether the improper integral is defined or not. 

Example 1. Let us investigate the values of the parameter a for which the 
improper integral 

+00 

/ % <«•> 

converges, or what is the same, is defined. 
Since 

b 
dx 

J x" 
1 

^ ^ - I j f o r a ^ l , 

\nx\1 for a = 1 , 

the limit 

j dx _ 1 
J xa ~ a - 1 

exists only for a > 1. 
Thus, 

lim 
6—>-+oo 

1 

00 

[dx 1 
/ — = 7 , if a > 1 , 

J xa a - 1 ' 
1 

and for other values of the parameter a the integral (6.69) diverges, that is, 
is not defined. 

Definition 2. Suppose the function x \-t f{x) is defined on the interval 
[a, B[ and integrable on any closed interval [a, b] C [a, B[. The quantity 

B b 

/ f(x) dx := b Jm_Q / f(x) dx , 

a a 

if this limit exists, is called the improper integral of f over the interval [a, B[. 
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The essence of this definition is that in any neighborhood of B the function 
/ may happen to be unbounded. 

Similarly, if a function x H-> f(x) is defined on the interval ]A, b] and 
integrable on every closed interval [a, b] c]A, 6], then by definition we set 

b b 

A 

and also by definition we set 

b 

/
fix) dx := lim / f(x) dx 

a^A+OJ 

/
f(x) dx := lim / f(x) dx . 

a^-ooj 

Example 2. Let us investigate the values of the parameter a for which the 
integral 

h (6-™» 
converges. 

Since for a e]0,1] 

fdx 
_1_ ^.i-^l1 

, i f a ^ l , 

I m # | a 5 if a = 1 , 

it follows that the limit 

lim 1^ = ^ 
o-^+oj xa 1 — a 

exists only for a < 1. 

Thus the integral (6.70) is defined only for a < 1. 

Example 3. 

o o 
[exdx= lim [exdx= lim (ex |°) = l i m ( l - e a ) = l . 

J a—^—oo J a—>—oo l a a—¥—cx> 
—oo a 

Since the question of the convergence of an improper integral is answered 
in the same way for both integrals over an infinite interval and functions un­
bounded near one of the endpoints of a finite interval of integration, we shall 
study both of these cases together from now on, introducing the following 
basic definition. 
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Definition 3. Let [a,uj[ be a finite or infinite interval and x *-> f(x) a 
function defined on that interval and integrable over every closed interval 
[a, b] C [a, u;[. Then by definition 

u> b 

f f(x) dx := lim f fix) dx , (6.71) 

a a 

if this limit exists as b —> u, b G [a,u[. 

From now on, unless otherwise stated, when studying the improper in­
tegral (6.71) we shall assume that the integrand satisfies the hypotheses of 
Definition 3. 

Moreover, for the sake of definiteness we shall assume that the singularity 
("impropriety") of the integral arises from only the upper limit of integration. 
The study of the case when it arises from the lower limit is carried out word 
for word in exactly the same way. 

From Definition 3, properties of the integral, and properties of the limit, 
one can draw the following conclusions about properties of an improper in­
tegral. 

Proposi t ion 1. Suppose x i-» f(x) andx i-» g{x) are functions defined on an 
interval [a,u[ and integrable on every closed interval [a, b] C [a,u[. Suppose 
the improper integrals 

I f(x)dx, (6.72) 

f g(x)dx (6.73) 

a 

are defined. 
Then a) ifuj G R and f G H[a,u], the values of the integral (6.72) are the 

same, whether it is interpreted as a proper or an improper integral; 

b) for any Ai,A2 G R the function (\\f + X2g)(x) is integrable in the 
improper sense on [a,uj[ and the following equality holds: 

/ (Ai/ + \29){x) dx = Ai / f(x) dx + A2 / g{x) dx ; 

a a a 

c) if c G [a,a;[, then 

U) C U) 

J f{x) dx = J f(x) dx + J fix) dx ; 
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d) if (p : [a,7[—> [a,uj[ is a smooth strictly monotonic mapping with 
<p(a) = a and <p(ft) —> w as ft —> 7, ft G [a,7[, then the improper inte­
gral of the function i 4 ( / o (p)(t)(pf(t) over [a,j[ exists and the following 
equality holds: 

u) 7 

Jf(x)dx = J(fop)(t)<p'(t)dt. 
a a 

Proof Part a) follows from the continuity of the function 

b 

F{b)= f f(x)dx 
a 

on the closed interval [a,a;] on which / G 1l[a,uj\. 

Part b) follows from the fact that for b G [a, u[ 

b b b 

/ (Ai/ + \29)(x) dx = Ai / / (x) dx + A2 / g[x) dx . 

a a a 

Part c) follows from the equality 

b c b 

J f(x) dx = f f(x) dx + J f(x) dx , 

a a c 

which holds for all b,c e [a, u[. 

Part d) follows from the formula for change of variable in the definite 
integral: 

j f(x)dx = J(fo<p)(t)<p'(t)dt. D 
a=cp(a) ot 

Remark 1. To the properties of the improper integral expressed in Propo­
sition 1 we should add the very useful rule for integration by parts in an 
improper integral, which we give in the following formulation: 

If f->9 £ C^[a,u[ and the limit lim ( / • g){x) exists, then the functions 
X—¥U) 

x£[a,uj[ 

f - gf and gf • g are either both integrable or both nonintegrable in the improper 
sense on [a,u[, and when they are integrable the following equality holds: 

J(f • g'){x) dx = (f- g)(x)\l - J(f • g)(x) dx , 
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where 
(f-9)(x)\w

a= Jim (f-g)(x)-(f-g)(a). 
x£[a,cj[ 

Proof. This follows from the formula 

b b 

J(f.g')(x)dx = (f.9)\
b

a-J(f'-9)(x)dx 
a a 

for integration by parts in a proper integral. D 

Remark 2. It is clear from part c) of Proposition 1 that the improper integrals 

UJ UJ 

/ f(x) dx and / f(x) dx 

either both converge or both diverge. Thus, in improper integrals, as in series, 
convergence is independent of any initial piece of the series or integral. 

For that reason, when posing the question of convergence of an improper 
integral, we sometimes omit entirely the limit of integration at which the 
integral does not have a singularity. 

With that convention the results obtained in Examples 1 and 2 can be 
rewritten as follows: 

+oo 

the integral f ^f converges only for a > 1; 

the integral f ^f converges only for a < 1. 
+o 

The sign +0 in the last integral shows that the region of integration is 
contained in x > 0. 

By a change of variable in this last integral, we immediately find that 

the integral J , _ ^ ,a converges only for a < 1. 
xo+0 

6.5.2 Convergence of an Improper Integral 

a. The Cauchy Criterion By Definition 3, the convergence of the improper 
integral (6.71) is equivalent to the existence of a limit for the funciton 

b 

T{b) = Jf(x)dx (6.74) 
a 

as b —> u, b G [a,u[. 
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This relation is the reason why the following proposition holds. 

Proposition 2. (Cauchy criterion for convergence of an improper integral). 
/ / the function x *-> f(x) is defined on the interval [a,u[ and integrable on 

every closed interval [a, b] C [a,u[, then the integral f f(x)dx converges if 
a 

and only if for every e > 0 there exists Be [a,u[ such that the relation 

&2 

f(x)dx\ 
/ • 

< e 

holds for any &i, &2 £ [a^[ satisfying B < b\ and B < 62-

Proof As a matter of fact, we have 

62 62 fri 

j f(x) dx = j f(x) dx - J f{x) dx = T{b2) - T{h) , 

b\ Q, a 

and therefore the condition is simply the Cauchy criterion for the existence 
of a limit for the function F(b) as b —> u;, b G [a, u[. D 

b. Absolute Convergence of an Improper Integral 

Definition 4. The improper integral J f{x) dx converges absolutely if the 
a 

integral f \f\(x) dx converges. 
a 

Because of the inequality 

b2 

Jf(x)dx\<\J\f\(x)dx 

61 I k 

and Proposition 2, we can conclude that if an integral converges absolutely, 
then it converges. 

The study of absolute convergence reduces to the study of convergence 
of integrals of nonnegative functions. But in this case we have the following 
proposition. 

Proposition 3. If a function f satisfies the hypotheses of Definition 3 and 
f(x) > 0 on [a,u[, then the improper integral (6.71) exists if and only if the 
function (6.74) is bounded on [a,u[. 

Proof Indeed, if f(x) > 0 on [a,u;[, then the function (6.74) is nondecreasing 
on [a,uj[, and therefore it has a limit as b —> u, b G [a,u[, if and only if it is 
bounded. D 
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As an example of the use of this proposition, we consider the following 
corollary of it. 

Corollary 1. (Integral test for convergence of a series). / / the function 
x H-> f[x) is defined on the interval [l,+oo[, nonnegative, nonincreasing, 
and integrable on each closed interval [1,6] C [l,+oo[, then the series 

oo 

£ / ( n ) = /(l) + /(2) + ... 
71=1 

and the integral 
+oo 

f f(x)dx 
1 

either both converge or both diverge. 

Proof. It follows from the hypotheses that the inequalities 

n+l 

/(n + l ) < j f(x)dx<f(n) 

n 

hold for any n G N. After summing these inequalities, we obtain 

k «fc+l k 

• £ / ( n + l ) < / / W d x < E / W 
n = l Jl n= l 

or 
sk+i ~ / ( I ) < Hk + 1) < sk , 

k b 

where Sk = Yl f(n) and ̂ "(6) = f f(x)dx. Since Sk and ̂ "(6) are nondecreas-
n= l 1 

ing functions of their arguments, these inequalities prove the proposition. D 

In particular, one can say that the result of Example 1 is equivalent to 
the assertion that the series 

oo 

T — 
71=1 

converges only for a > 1. 
The most frequently used corollary of Proposition 3 is the following the­

orem. 

Theorem 1. (Comparison theorem). Suppose the functions x \-t f{x) and 
x H-> g[x) are defined on the interval [a,uj[ and integrable on any closed 
interval [a, 6] C [a,a;[. 
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If 
0 < f(x) < g(x) 

on [a,uj[, then convergence of the integral (6.73) implies convergence of (6.72) 
and the inequality 

I f(x) dx < g(x) dx 

a a 

holds. Divergence of the integral (6.72) implies divergence of (6.73). 

Proof From the hypotheses of the theorem and the inequalities for proper 
Riemann integrals we have 

b b 

T(b) = J f(x) dx < fg(x) dx = g(b) 

a a 

for any b G [a,o;[. Since both functions T and Q are nondecreasing on [a,u;[, 
the theorem follows from this inequality and Proposition 3. • 

Remark 3. If instead of satisfying the inequalities 0 < f{x) < g{x) the func­
tions / and g in the theorem are known to be nonnegative and of the same 
order as x —> u;, x G [a, a;[, that is, there are positive constants c\ and c2 such 
that 

cif(x) < g{x) < c2f{x) , 

then by the linearity of the improper integral and theorem just proved, in 
this case we can conclude that the integrals (6.72) and (6.73) either both 
converge or both diverge. 

Example 4- The integral 

converges, since 

as x —> +oo. 

Example 5. The integral 

converges absolutely, since 

+oo 

/ 
y/xdx 

Vl + x4 

y/x 

vTT? -3/2 

+oo 

/ 
cosx dx 

I COS X I 
< 
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for x > 1. Consequently, 

+oo +oo +oo 

Example 6. The integral 
+oo 

/ 
e x dx 

2 

converges, since e _ x < e _ x for # > 1 and 

+00 + o 

1 

Example 7. The integral 
+oo 

r dx_ 
J lnx 

+oo +00 

e~x2 dx < I e~x dx = - . 

l l 

diverges, since 

for sufficiently large values of x. 

Example 8. The Euler integral 

1 j . 
lnx x 

7T/2 

/ 
In sin x dx 

converges, since 
I In sin xl ~ I lnxl < 

V ^ 

a s x - > +0. 

Example 9. The elliptic integral 

7 x/?r=^ 
da; 

y/(l-X2)(l-k2X2) 

converges for 0 < k2 < 1, since 

V ( l - a ; 2 ) ( l - f c 2 a ; 2 ) ~ \ /2( l - fc2)(l - x ) 1 / 2 

as a; ->• 1 — 0. 
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Example 10. The integral 

/ 

d0 

\/cos 6 — cos if 

converges, since 

A/COS 6 — cos (p = \ 2 sin —-—sin—-— ~ \/sm <p(<p — 0)1/2 

as 6 -> <p - 0 . 

Example 11. The integral 

<ty 
/ ^ / s i n ^ - s i n 2 ! 

converges for 0 < <po < TT since as ip —> </?o — 0 we have 

(6.75) 

y sin2 ^ - sin2 | - Vsin^oC^o - V>)1/2 • (6.76) 

Relation (6.75) expresses the dependence of the period of oscillations of a 
pendulum on its length L and its initial angle of displacement, measured from 
the radius it occupies at the lowest point of its trajectory. Formula (6.75) is 
an elementary version of formula (6.65) of the preceding section. 

A pendulum can be thought of, for example, as consisting of a weightless 
rod, one end of which is attached by a hinge while the other end, to which a 
point mass is attached, is free. 

In that case one can speak of arbitrary initial angles <̂ o £ [0,TT]. For 
(fo = 0 and <po = 7r, the pendulum will not oscillate at all, being in a state of 
stable equilibrium in the first case and unstable equilibrium in the second. 

It is interesting to note that (6.75) and (6.76) easily imply that T —> oo as 
(po —> 7T — 0, that is, the period of oscillation of a pendulum increases without 
bound as its initial position approaches the upper (unstable) equilibrium 
position. 

c. Conditional Convergence of an Improper Integral 

Definition 5. If an improper integral converges but not absolutely, we say 
that it converges conditionally. 

Example 12. Using Remark 1, by the formula for integration by parts in an 
improper integral, we find that 

+oo +oo +oo 

/

sinx _ cosx|+°° f cosx _ f cosx . 
dx = / ——dx = - / —5-dx, 

X X ITT/2 J Xz J Xz 

TT/2 TT/2 TT/2 
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provided the last integral converges. But, as we saw in Example 5, this integral 
converges, and hence the integral 

+oo 

/ ! | £ d x (6.77) 
TT/2 

also converges. 
At the same time, the integral (6.77) is not absolutely convergent. Indeed, 

for b £ [7r/2, +OO[ we have 

b b b b 

f I sin xi , ^ f sin2x 1 f dx 1 f cos2x 

y I — r ^ y —dx=2j T-2J —dx- (6-78) 

7T/2 7T/2 7T/2 7T/2 

The integral 
+oo 

cos2x . 
dx 

/ . 
TT /2 

as can be verified through integration by parts, is convergent, so that as 
b —> +oo, the difference on the right-hand side of relation (6.78) tends to +oo. 
Thus, by estimate (6.78), the integral (6.77) is not absolutely convergent. 

We now give a special convergence test for improper integrals based on 
the second mean-value theorem and hence essentially on the same formula 
for integration by parts. 

Proposition 4. (Abel-Dirichlet test for convergence of an integral). Let x H-> 
f(x) and x *-> g(x) be functions defined on an interval [a,u;[ and integrable 
on every closed interval [a, b] C [a,a;[. Suppose that g is monotonic. 

Then a sufficient condition for convergence of the improper integral 

UJ 

I (f-9)(x)dx (6.79) 

is that the one of the following pairs of conditions hold: 

ai) the integral f f(x)dx converges, 
a 

Pi) the function g is bounded on [a,u[, 

or 
b 

^2) the function F(b) = f f(x) dx is bounded on [a,u[, 
a 

P2) the function g(x) tends to zero as x —> UJ, x G [a,a;[. 
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Proof. For any 61 and 62 m [a? w[ we have, by the second mean-value theorem, 

J(f • g){x) dx = g(h) J f(x) dx + g(b2) J f(x) dx , 

bi 61 £ 

where £ is a point lying between 61 and 62 • Hence by the Cauchy convergence 
criterion (Proposition 2), we conclude that the integral (6.79) does indeed 
converge if either of the two pairs of conditions holds. • 

6.5.3 Improper Integrals with More than one Singularity 

Up to now we have spoken only of improper integrals with one singularity 
caused either by the unboundedness of the function at one of the endpoints 
of the interval of integration or by an infinite limit of integration. In this 
subsection we shall show in what sense other possible variants of an improper 
integral can be taken. 

If both limits of integration are singularities of either of these two types, 
then by definition 

( f(x) dx := f f{x) dx + f fix) dx , (6.80) 

o>i o>i c 

where c is an arbitrary point of the open interval ]o;i,a;2[-
It is assumed here that each of the improper integrals on the right-hand 

side of (6.80) converges. Otherwise we say that the integral on the left-hand 
side of (6.80) diverges. 

By Remark 2 and the additive property of the improper integral, the 
definition (6.80) is unambiguous in the sense that it is independent of the 
choice of the point c E]ui,U2[-

Example 13. 

1 u 1 

/
dx _ f dx f dx 

VY^x>~ J VT^?+ J y/T^x^ 
- 1 - 1 0 . ,0 . . ,1 . ,1 

arcsinx|_1 + arcsinxL = arcsinx|_1 = IT 

Example 14- The integral 
+00 

/ 
— X dx 

—00 

is called the Euler-Poisson integral, and sometimes the Gaussian integral. It 
obviously converges in the sense given above. It will be shown later that its 
value is y/n. 
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Example 15. The integral 

J xa 

0 

diverges, since for every a at least one of the two integrals 

1 +oo 

[ ^ and [*?. 
J xa J xa 

0 1 

diverges. 

Example 16. The integral 
+oo 

/

sinx , 
dx 

xa 

o 

converges if each of the integrals 

1 +oo 

/

sinx . . /* sinx . 
dx and / dx 

xa J xa 

o I 

converges. The first of these integrals converges if a < 2, since 

sinx 1 

as x —> +0. The second integral converges if a > 0, as one can verify directly 
through an integration by parts similar to the one shown in Example 12, or 
by citing the Abel-Dirichlet test. Thus the original integral has a meaning 
for 0 < a < 2. 

In the case when the integrand is not bounded in a neighborhood of one 
of the interior points u of the closed interval of integration [a, 6], we set 

b UJ b 

f f(x) dx := f f{x) dx+ f f(x) dx , (6.81) 

a a UJ 

requiring that both of the integrals on the right-hand side exist. 

Example 17. In the sense of the convention (6.81) 

l 

/ 
dx 

= 4 . 
x\ 
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l 

Example 18. The integral f ~ is not defined. 
- l 

Besides (6.81), there is a second convention about computing the integral 
of a function that is unbounded in a neighborhood of an interior point u of 
a closed interval of integration. To be specific, we set 

b UJ—8 b 

PV f f(x)dx:= lim ( f f(x)dx+ f f(x)dxj , (6.82) 

a a UJ+5 

if the integral on the right-hand side exists. This limit is called, following 
Cauchy, the principal value of the integral, and, to distinguish the definitions 
(6.81) and (6.82), we put the letters PV in front of the second to indicate 
that it is the principal value. 

In accordance with this convention we have 

Example 19. 

1 

PV 

- l 

We also adopt the following definition: 

+oo R 

PV / f(x) dx := lim / f(x) dx . (6.83) 
J i?->+oo J 

Example 20. 

I 

/?-• 

-oo -R 

+oo 

P V / x dx = 0 . 

Finally, if there are several (finitely many) singularities of one kind or 
another on the interval of integration, at interior points or endpoints, then 
the nonsingular points of the interval are divided into a finite number of such 
intervals, each containing only one singularity, and the integral is computed 
as the sum of the integrals over the closed intervals of the partition. 

It can be verified that the result of such a computation is not affected by 
the arbitrariness in the choice of a partition. 

Example 21. The precise definition of the logarithmic integral can now be 
written as 
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l ix = < 

X 

f dt 
J - , i f 0 < * < l , 
0 

p v / £ , i n < * . 
0 

In the last case the symbol P V refers to the only interior singularity on 
the interval ]0,x[, which is located at 1. We remark tha t in the sense of the 
definition in formula (6.81) this integral is not convergent. 

6.5 .4 P r o b l e m s a n d Exerc i se s 

1. Show that the following functions have the stated properties. 
X 

a) Si (x) = f ^f£ dt (the sine integral) is defined on all of E, is an odd function, 
o 

and has a limit as x —> -f-oo. 
oo 

b) si (x) = — f ^j£ dt is defined on all of E and differs from Si x only by a 
X 

constant; 
oo 

c) Cix = — f ^^dt (the cosine integral) can be computed for sufficiently large 
X 

values of x by the approximate formula Ci x « ^ ^ ; estimate the region of values 
where the absolute error of this approximation is less than 10~4. 

2. Show that 
+oo _ +oo 

a) the integrals / ^ r drr, / $^E &x converge only for a > 0, and absolutely 
I I 

only for a > 1; 

b) the Fresnel integrals 

yfx yfx 

C(x) = - p J cost2 dt, S(x) = - p / sin*2 dt 

0 0 

are infinitely differentiate functions on the interval ]0, +oo[, and both have a limit 
as x —> -f-oo. 

3 . Show that 

a) the elliptic integral of first kind 
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is defined f o r 0 < / c < l , 0 < ( ^ < ^ and can be brought into the form 

dV> FM = IJTT y/l - k2 sin2 ip 

b) the complete elliptic integral of first kind 

TT/2 

K{k)= f w 
J y/l - k2 sin2 rj) 

0 V Y-

increases without bound as k —> 1 — 0. 

4. Show that 
x t 

a) the exponential integral Ei (x) = J \ dt is defined and infinitely differen-
— oo 

tiable for x < 0; 
b ) - E i ( - x ) = ^ ( l - ^ + ^ - . . . + ( - i r ^ + o ( ^ ) ) a S x ^ + o o ; 

OO 

c) the series ^ ( — l ) n ^ does not converge for any value of x G M.; 
n=0 

d) li (x) ~ j ^ as a: —)• +0. (For the definition of the logarithmic integral li (x) 
see Example 21.) 

5. Show that 
X 2 

a) the function <P(x) = -j= f e _ t d£, called the error function and often de-
— X 

noted erf (x), is defined, even, and infinitely differentiate on E and has a limit as 
x —> -f-oo; 

b) if the limit in a) is equal to 1 (and it is), then 

r / X 2 } _t2 i ^ 2 _ x 2 / l 1 1-3 1-3-5 / 1 \ \ 

erHx) = _Je dt = l--/=e ^ _ - _ + _ - - ^ + o ( ^ - J J 
o 

as x —> -f-oo. 
6. Prove the following statements. 

a) If a heavy particle slides under gravitational attraction along a curve given 
in parametric form as x = x(0), y = y(0), and at time t = 0 the particle had zero 
velocity and was located at the point xo = x(6o), yo = y(@o), then the following 
relation holds between the parameter 6 defining a point on the curve and the time 
t at which the particle passes this point (see formula (6.63) of Sect. 6.4) 

t = ± 
0o 
/ . 

(z'(0))2+(2/'(0))2 

dO 
AJ 2g(y0- y(0)) 

in which the improper integral necessarily converges if y'(0o) ^ 0. (The ambiguous 
sign is chosen positive or negative according as t and 6 have the same kind of 
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monotonicity or the opposite kind; that is, if an increasing 0 corresponds to an 
increasing £, then one must obviously choose the positive sign.) 

b) The period of oscillation of a particle in a well having cross section in the 
shape of a cycloid 

x = ^(fl + Tr + sinfl) , 
1*1 < * , 

y = -R(l + cos0) , 

is independent of the level yo = — R(l + cos#o) from which it begins to slide and is 
equal to 4-Try/R/g (see Problem 4 of Sect. 6.4). 



7 Functions of Several Variables: 
their Limits and Continuity 

Up to now we have considered almost exclusively numerical-valued functions 
x \-± f(x) in which the number f(x) was determined by giving a single number 
x from the domain of definition of the function. 

However, many quantities of interest depend on not just one, but many 
factors, and if the quantity itself and each of the factors that determine it 
can be characterized by some number, then this dependence reduces to the 
fact that a value y = / ( a ; 1 , . . . , x n ) of the quantity in question is made to 
correspond to an ordered set ( x 1 , . . . , xn) of numbers, each of which describes 
the state of the corresponding factor. The quantity assumes this value when 
the factors determining this quantity are in these states. 

For example, the area of a rectangle is the product of the lengths of its 
sides. The volume of a given quantity of gas is computed by the formula 

V 

where R is a constant, m is the mass, T is the absolute temperature, and p 
is the pressure of the gas. Thus the value of V depends on a variable ordered 
triple of numbers (m, T,p), or, as we say, V is a function of the three variables 
m, T, and p. 

Our goal is to learn how to study functions of several variables just as we 
learned how to study functions of one variable. 

As in the case of functions of one variable, the study of functions of several 
numerical variables begins by describing their domains of definition. 

7.1 The Space Mm and the Most Impor tan t Classes 
of its Subsets 

7.1.1 The Set Mm and the Distance in it 

We make the convention that Mm denotes the set of ordered m-tuples 
(x 1 , . . . , xm) of real numbers x l G l , (i = 1 , . . . , m). 

Each such m-tuple will be denoted by a single letter x = (x1,... , x m ) 
and, in accordance with convenient geometric terminology, will be called a 
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point of Rm. The number x% in the set (x 1 , . . . ,x m ) will be called the zth 
coordinate of the point x = (x1,..., xm). 

The geometric analogies can be extended by introducing a distance on 
Mm between the points x\ = ( x j , . . . , x™) and X2 = (x\,..., x™) according 
to the formula 

d(xux2) = i X>i-*2>2- p-i) 
i=l 

The function 
d : l m x l m - ^ l 

defined by the formula (7.1) obviously has the following properties: 

a) d(xi,x2) > 0; 
b) (d(xux2) = 0) O (xi = x2); 
c) d(xux2) = d(x2,xi); 
d) d(xllxs) < d(xi,x2) + d(x2,x3). 

This last inequality (called, again because of geometric analogies, the 
triangle inequality) is a special case of Minkowski's inequality (see Subsect. 
5.4.2). 

A function defined on pairs of points (xi,x2) of a set X and possessing 
the properties a), b), c), and d) is called a metric or distance on X. 

A set X together with a fixed metric on it is called a metric space. 
Thus we have turned Mm into a metric space by endowing it with the 

metric given by relation (7.1). 
The reader can get information on arbitrary metric spaces in Chapter 

9 (Part 2). Here we do not wish to become distracted from the particular 
metric space Mm that we need at the moment. 

Since the space Mm with metric (7.1) will be our only metric space in 
this chapter, forming our object of study, we have no need for the general 
definition of a metric space at the moment. It is given only to explain the 
term "space" used in relation to Mm and the term "metric" in relation to the 
function (7.1). 

It follows from (7.1) that for i £ { 1 , . . . , m} 

\x\ — xl
2\ < d(xi,x2) < y/m max \x\ — x21, (7.2) 

l<z<ra 

that is, the distance between the points xi,x2 G Mm is small if and only if 
the corresponding coordinates of these points are close together. 

It is clear from (7.2) and also from (7.1) that for m = 1, the set M1 is 
the same as the set of real numbers, between whose points the distance is 
measured in the standard way by the absolute value of the difference of the 
numbers. 
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7.1.2 Open and Closed Sets in Mm 

Definition 1. For 8 > 0 the set 

B(a\8) = {xeRrn\ d(a,x) < 8} 

is called the ball with center a G Rm of radius 8 or the 8-neighborhood of the 
point a G Rm. 

Definition 2. A set G C Rm is open in Rm if for every point x e G there is 
a ball B(x; 8) such that B(x\ 8) C G. 

Example 1. Rm is an open set in Rm. 

Example 2. The empty set 0 contains no points at all and hence may be 
regarded as satisfying Definition 2, that is, 0 is an open set in Mm. 

Example 3. A ball B(a\r) is an open set in Rm. Indeed, if x e B(a;r), that 
is, d(a, x) < r, then for 0 < 8 < r — d(a, x), we have B(x\ 8) C B(a; r) , since 

(£eB(s;*))=S>(d(s,0<*)=* 
=> (d(a, £) < d(a, x) + d(x, £) < d(a, x) + r — d(a, x) = r ) . 

Example 4- A set G = {x e Mm| d(a, x) > r } , that is, the set of points whose 
distance from a fixed point a G Mm is larger than r, is open. This fact is easy 
to verify, as in Example 3, using the triangle inequality for the metric. 

Definition 3. The set F C Rm is closed in Rm if its complement G = Rm\F 
is open in Rm. 

Example 5. The set B{a\r) = {x e Rm\ d(a,x) < r } , r > 0, that is, the set 
of points whose distance from a fixed point a G Rm is at most r, is closed, as 
follows from Definition 3 and Example 4. The set B(a\r) is called the closed 
ball with center a of radius r. 

Proposition 1. a) The union (J Ga of the sets of any system {Ga, a G A} 

of open sets in Rm is an open set in Rm. 
n 

b) The intersection f] Gi of a finite number of open sets in Mm is an 
i=l 

open set in Rm. 
a') The intersection f] Fa of the sets of any system {Fa, a G A} of 

aeA 
closed sets Fa in Rm is a closed set in Rm. 

n 
b') The union (J Fi of a finite number of closed sets in Rm is a closed 

i=l 
setinRm. 
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Proof, a) If x e (J Ga, then there exists ao e A such that x e Gao, and 

consequently there is a ^-neighborhood B(x\ 8) of x such that B(x\ 8) C GaQ. 
But then B{x\8) C |J Ga. 

a£A 
n 

b) Let x e f] G{. Then x e Gi, (i = 1 , . . . , n). Let 5 i , . . . , 8n be positive 
i=l 

numbers such that B{x\8{) C G;, (z = 1 , . . . , n). Setting £ = min{£i, . . . , 8n}, 
n 

we obviously find that 8 > 0 and B(x\ 8) C H G .̂ 
z = l 

a') Let us show that the set C( f] Fa) complementary to f] Fa in Wrn 

^a£A ' oteA 

is an open set in Mm. 
Indeed, 

c{ n F°)=u (CF-) = u G* > 
a € i aGA CKGA 

where the sets Ga = CFa are open in Rm. Part a') now follows from a), 
b') Similarly, from b) we obtain 

71 71 71 c ( U F 0 = r i ( c ^ ) = n G - ° 
i=l i=l i=l 

Example 6. The set S{a\r) = {x e Rm\d(a,x) = r } , r > 0, is called the 
sphere of radius r with center a G Mm. The complement of S(a; r) in Mm, by 
Examples 3 and 4, is the union of open sets. Hence by the proposition just 
proved it is open, and the sphere S(a\r) is closed in E m . 

Definition 4. An open set in Mm containing a given point is called a neigh­
borhood of that point in Mm. 

In particular, as follows from Example 3, the ^-neighborhood of a point 
is a neighborhood of it. 

Definition 5. In relation to a set E c Mm a point x e Mm is 
an interior point if some neighborhood of it is contained in E\ 
an exterior point if it is an interior point of the complement of E in Mm; 
a boundary point if it is neither an interior point nor an exterior point. 

It follows from this definition that the characteristic property of a bound­
ary point of a set is that every neighborhood of it contains both points of the 
set and points not in the set. 

Example 7. The sphere S(a;r), r > 0 is the set of boundary points of both 
the open ball B(a\r) and the closed ball B{a\r). 

Example 8. A point a e Mm is a boundary point of the set Mm \ a, which has 
no exterior points. 
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Example 9. All points of the sphere S(a\ r) are boundary points of it; re­
garded as a subset of Mm, the sphere S(a\r) has no interior points. 

Definition 6. A point a E Mm is a limit point of the set E C Mm if for any 
neighborhood 0(a) of a the intersection E D 0(a) is an infinite set. 

Definition 7. The union of a set E and all its limit points in Rm is the 
closure of £ in Mm. 

The closure of the set E is usually denoted E. 

Example 10. The set B(a\r) = B(a\r) U S(a\r) is the set of limit points of 
the open ball B(a\r)\ that is why B(a\r), in contrast to B(a\r), is called a 
closed ball. 

Example 11. S(a\r) = S(a;r). 

Rather than proving this last equality, we shall prove the following useful 
proposition. 

Proposition 2. (F is closed in Rm) <£> (F = T in Rm). 

In other words, F is closed in Mm if and only if it contains all its limit 
points. 

Proof. Let F be closed in Mm, x E Mm, and x £ F. Then the open set 
G = Mm \ F is a neighborhood of x that contains no points of F. Thus we 
have shown that if x £ F, then x is not a limit point of F. 

Let F = F . We shall verify that the set G = Rm \ F is open in Rm. If 
x e G, then x £ F, and therefore x is not a limit point of F. Hence there is a 
neighborhood of x containing only a finite number of points xi,...,xn of F. 
Since x £ F, one can construct, for example, balls about x, O i (# ) , . . . , On(x) 

n 
such that Xi £ Oi(x). Then 0(x) = f] Oi(x) is an open neighborhood of x 

z = l 

containing no points of F at all, that is, 0(x) C Mm \ F and hence the set 
Wn\F = Wn\F\s open. Therefore F is closed in Rm. D 

7.1.3 Compact Sets in Mm 

Definition 8. A set K C Mm is compact if from every covering of K by sets 
that are open in Mm one can extract a finite covering. 

Example 12. A closed interval [a, 6] C M1 is compact by the finite covering 
lemma (Heine-Borel theorem). 

Example 13. A generalization to Mm of the concept of a closed interval is the 
set 

I = {xeRm\ai <xl <b\ z = l , . . . , m } , 
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which is called an m-dimensional interval, or an m-dimensional block or an 
m-dimensional parallelepiped. 

We shall show that I is compact in Mm. 

Proof. Assume that from some open covering of I one cannot extract a finite 
covering. Bisecting each of the coordinate closed intervals P = {xl G R : a1 < 
x1 < b1}, (i = 1 , . . . ,ra), we break the interval I into 2 m intervals, at least 
one of which does not admit a covering by a finite number of sets from the 
open system we started with. We proceed with this interval exactly as with 
the original interval. Continuing this division process, we obtain a sequence 
of nested intervals I = I\ D I2 D • • • 3 In D • • •, none of which admits 
a finite covering. If In = {x G Mm| al

n < x% < bl
n, z , . . . , m}, then for each 

i G { 1 , . . . , m} the coordinate closed intervals al
n < xl < b%

n (n = 1,2,...) 
form, by construction, a system of nested closed intervals whose lengths tend 
to zero. By finding the point £z G [aJ^&JJ common to all of these intervals 
for each i G { 1 , . . . , m}, we obtain a point £ = (£ x , . . . , £m) belonging to all 
the intervals J = Ji, J 2 , . . . , / n , Since £ G / , there is an open set G in the 
system of covering sets such that £ G G. Then for some 8 > 0 we also have 
2?(£; 6) C G. But by construction and the relation (7.2) there exists N such 
that In C B(£;5) C G for n> N. We have now reached a contradiction with 
the fact that the intervals In do not admit a finite covering by sets of the 
given system. • 

Proposition 3. If K is a compact set in Rm, then 

a) K is closed in Mm; 

b) any closed subset of Mm contained in K is itself compact. 

Proof, a) We shall show that any point a G Mm that is a limit point of 
K must belong to K. Suppose a £ K. For each point x G K we con­
struct a neighborhood G(x) such that a has a neighborhood disjoint from 
G(x). The set {G(x)}, x G if, consisting of all such neighborhoods forms 
an open covering of the compact set K, from which we can select a finite 
covering G(x\),... ,G(xn). If now Oi(a) is a neigborhood of a such that 

n 
G(xi) H Oi(a) = 0 , then the set 0(a) — f] Oi(a) is also a neighborhood of 

i=l 

a, and obviously K fl 0(a) = 0 . Thus a cannot be a limit point of K. 
b) Suppose F is a closed subset of Rm and F C K. Let {Ga}, a G A, be 

a covering of F by sets that are open in Mm. Adjoining to this collection the 
open set G = Mm \ F , we obtain an open covering of Mm, and in particular, 
an open covering of K, from which we select a finite covering of K. This finite 
covering of K will also cover the set F. Observing that G C\ F = 0 , one can 
say that if G belongs to this finite covering, we will still have a finite covering 
of F by sets of the original system {Ga}, a G A, if we remove G. • 
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Defini t ion 9. The diameter of a set E C Mm is the quanti ty 

d(E) := sup d(xi,X2) . 

Defini t ion 10. A set E C Mm is bounded if its diameter is finite. 

P r o p o s i t i o n 4. 7 / i f is a compact set in M m , then K is a bounded subset of 
Rm. 

Proof. Take an arbitrary point a £ Mm and consider the sequence of open 
balls { £ ( a ; n ) } , (n = 1 , 2 , . . . , ) . They form an open covering of Mm and 
consequently also of K. If i f were not bounded, it would be impossible to 
select a finite covering of K from this sequence. D 

P r o p o s i t i o n 5. The set K C Mm is compact if and only if K is closed and 
bounded in M m . 

Proof. The necessity of these conditions was proved in Propositions 3 and 4. 
Let us verify tha t the conditions are sufficient. Since i f is a bounded 

set, there exists an m-dimensional interval I containing if. As was shown in 
Example 13, I is compact in Mm . But if i f is a closed set contained in the 
compact set 7, then by Proposition 3b) it is itself compact. D 

7.1.4 P r o b l e m s and Exerc i ses 

1. The distance d{E\^E2) between the sets E\,E2 C E m is the quantity 

d(E\,E2) := inf d(xi,x2) . 
xiEEi, x2EE2 

Give an example of closed sets E\ and E2 in E m having no points in common for 
which d(Ei,E2) = 0. 

2. Show that 

a) the closure ~E in E m of any set E C E m is a closed set in E m ; 

b) the set dE of boundary points of any set E C E m is a closed set; 

c) if G is an open set in E m and F is closed in E m , then G \ F is open in E m . 

3 . Show that if if i D if2 D • • • D ifn D • • • is a sequence of nested nonempty 
0 0 

compact sets, then p | ifi 7̂  0 . 
i = l 

4. a) In the space Efc a two-dimensional sphere S2 and a circle ^S1 are situated so 
that the distance from any point of the sphere to any point of the circle is the same. 
Is this possible? 

b) Consider problem a) for spheres 5 m , Sn of arbitrary dimension in Efc. Under 
what relation on m, n, and k is this situation possible? 
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7.2 Limits and Continuity of Functions 
of Several Variables 

7.2.1 The Limit of a Function 

In Chapter 3 we studied in detail the operation of passing to the limit for a 
real-valued function / : X —>> R defined on a set in which a base B was fixed. 

In the next few sections we shall be considering functions / : X —>> Rn 

defined on subsets of Rm with values in R = R1 or more generally in Rn, 
n £ N. We shall now make a number of additions to the theory of limits 
connected with the specifics of this class of functions. 

However, we begin with the basic general definition. 

Definition 1. A point A e Rn is the limit of the mapping f : X —>> Rn over 
a base B in X if for every neighborhood V(A) of the point there exists an 
element B e B of the base whose image f(B) is contained in V(A). 

In brief, 

( l im/Or) = A) := (W(A) 3B € B (f(B) C V(A))) . 

We see that the definition of the limit of a function / : X —>> Rn is exactly 
the same as the definition of the limit of a function / : X —>> R if we keep in 
mind what a neighborhood V(A) of a point A £ Rn is for every n G N. 

Definition 2. A mapping / : X -+ Rn is bounded if the set f(X) C Rn is 
bounded in Rn . 

Definition 3. Let B be a base in X. A mapping / : X —>> Rn is ultimately 
bounded over the base B if there exists an element B of B on which / is 
bounded. 

Taking these definitions into account and using the same reasoning that 
we gave in Chapt. 3, one can verify without difficulty that 

a function f : X —>• Rn can have at most one limit over a given base B in 
X; 

a function f : X —>• Rn having a limit over a base B is ultimately bounded 
over that base. 

Definition 1 can be rewritten in another form making explicit use of the 
metric in Rn , namely 

Definition 1'. 

(lim/(a?) = A eRn):= (Ve > 0 3B e B Vx e B (d(/(x), A) < e)) 

or 
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Definition 1". 

( l im/ (x) = 4 G l j := (lim (d(/(x),i4) = o) . 

The specific property of a mapping / : X —>> W1 is that, since a point 
ye M71 is an ordered n-tuple (y1,..., yn) of real numbers, defining a function 
/ : X —>> W1 is equivalent to defining n real-valued functions f7, : X —>> R 
(i = 1 , . . . , n), where f*(x) = yl (i = 1 , . . . , n). 

If A = (A 1 , . . . , An) and y = (y 1 , . . . , yn) , we have the inequalities 

\yl -Al\< d(y, A) < ^ max |y< - A*\ , (7.3) 
l<z<n 

from which one can see that 

\\mf{x) = A^\imf{x)=Ai (i = l,...,n), (7.4) 

that is, convergence in W1 is coordinatewise. 
Now let X = N be the set of natural numbers and B the base k —>> oo, 

fc G N, in X. A function / : N —>> Mn in this case is a sequence {?/&}, k G N, 
of points of Mn. 

Definition 4. A sequence {y^}? fc G N, of points yk G Mn is fundamental (a 
Cauchy sequence) if for every £ > 0 there exists a number N e N such that 
d(yk^yk2) < e for all kuk2> N. 

One can conclude from the inequalities (7.3) that a sequence of points 
Vk = (yli- • •»2/jb) € Mn is a Cauchy sequence if and only if each sequence of 
coordinates having the same labels {yl

k}, k G N, i = 1 , . . . ,n, is a Cauchy 
sequence. 

Taking account of relation (7.4) and the Cauchy criterion for numerical 
sequences, one can now assert that a sequence of points Mn converges if and 
only if it is a Cauchy sequence. 

In other words, the Cauchy criterion is also valid in Mn. 
Later on we shall call metric spaces in which every Cauchy sequence has 

a limit complete metric spaces. Thus we have now established that W1 is a 
complete metric space for every n G N. 

Definition 5. The oscillation of a function / : X —>> Rn on a set E C X is 
the quantity 

w ( / ; E ) : = d ( / ( £ 0 ) , 

where d(f(E)) is the diameter of f(E). 

As one can see, this is a direct generalization of the definition of the 
oscillation of a real-valued function, which Definition 5 becomes when n = 1. 

The validity of the following Cauchy criterion for the existence of a limit 
for functions / : X —>> Mn with values in Mn results from the completeness of 
W1. 



420 7 Functions of Several Variables 

Theorem 1. Let X be a set and B a base in X. A function f : X —>> M71 has 
a limit over the base B if and only if for every e > 0 there exists an element 
B e B of the base on which the oscillation of the function is less than e. 

Thus, 
3\imf(x)&\/e >03BeB (w(/ ;S) < e) . 

The proof of Theorem 1 is a verbatim repetition of the proof of the Cauchy 
criterion for numerical functions (Theorem 4 in Sect. 3.2), except for one mi­
nor change: | / (#i) — /(#2)| must be replaced throughout by d( / (xi ) , /(a^))-

One can also verify Theorem 1 another way, regarding the Cauchy crite­
rion as known for real-valued functions and using relations (7.4) and (7.3). 

The important theorem on the limit of a composite function also remains 
valid for functions with values in Rn. 

Theorem 2. Let Y be a set, By a base in Y, and g : Y —>> M71 a mapping 
having a limit over the base By. 

Let X be a set, Bx a base in X, and f : X —>> Y a mapping of X into 
Y such that for each By £ By there exists Bx € Bx such that the image 
f(Bx) is contained in By. 

Under these conditions the composition g o f : X —>> M71 of the mappings 
f and g is defined and has a limit over the base Bx, and 

\im(gof)(x) = \img(y) . 
fix &Y 

The proof of Theorem 2 can be carried out either by repeating the proof 
of Theorem 5 of Sect. 3.2, replacing R by Rn , or by invoking that theorem 
and using relation (7.4). 

Up to now we have considered functions / : X —>> Mn with values in Mn, 
without specifying their domains of definition X in any way. Prom now on 
we shall primarily be interested in the case when X is a subset of Mm. 

As before, we make the following conventions. 

U(a) is a neighborhood of the point a e Mm; 
o o 

U{a) is a deleted neighborhood of a € Mm, that is, U{o) := U(a) \ a; 

UE(O) is a neighborhood of a in the set E C Mm, that is, UE(O) := 
EnU(a); 

o o o 

UE(O) is a deleted neighborhood of a in E1, that is, UE(O) '>= EC\ U(a)\ 

x -+ a is the base of deleted neighborhoods of a in Mm; 

x —>> oo is the base of neighborhoods of infinity, that is, the base consisting 
of the sets M m \ £ ( a ; r ) ; 

x —>> a, x e E or (E 3 x —>> a) is the base of deleted neighborhoods of a 
in E if a is a limit point of E\ 

x -^ oo, x e E or (E 3 x -^ oo) is the base of neighborhoods of infinity 
in E consisting of the sets E\B(a\r), if E is an unbounded set. 
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In accordance with these definitions, one can, for example, give the fol­
lowing specific form of Definition 1 for the limit of a function when speaking 
of a function / : E -> Rn mapping a set E C Rm into Rn: 

( lim f{x) = A) := Ne > 0 3 UE(a) \/x G UE(O) (d(/(x), A) < e)) . 

The same thing can be written another way: 

( lim fix) = A) := 

= (Ve > 0 36 > 0 Vx G E (0 < d(x,a) < 6 => d(f(x),A) < e)) . 

Here it is understood that the distances d(x,a) and d(f(x),A) are measured 
in the spaces (Rm and Rn) in which these points lie. 

Finally, 

( lim f{x) = A) := (Ve > 0 3£(a;r)Vx G Rm \ £ ( a ; r ) (d(/(x), A) < e) . 

Let us also agree to say that, in the case of a mapping / : X —>> Rn , the 
phrase "/(#) —>• oo in the base #" means that for any ball B(A;r) C Rn 

there exists B G B of the base B such that f(B) C l n \ S(A; r) . 

Example 1. Let x i->> 7rz(x) be the mapping n1 : Rm —>> R assigning to each 
x = (x 1 , . . . , xm) in Rm its zth coordinate a:\ Thus 

7rlix) = xl . 

If a = ( a 1 , . . . , am ) , then obviously 

7rz(x) —>> az as x —>> a . 

The function x i-)> 7rz(x) does not tend to any finite value nor to infinity 
as x —> oo if m > 1. 

On the other hand, 

m 

fix) = 2_] (^(x)) —>• oo as x —>> oo . 
2 = 1 

One should not think that the limit of a function of several variables can 
be found by computing successively the limits with respect to each of its 
coordinates. The following examples show why this is not the case. 

Example 2. Let the function / : R2 ->> R be defined at the point (x,y) G R2 

as follows: 
( ^ ifs' + i rVo, 

f(x,y) = { 
{ 0 , if x2 + y2 = 0 . 

Then / (0, y) = f(x, 0) = 0, while f(x, x) = \ for x ^ 0. 
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Hence this function has no limit as (x,y) —> (0,0). 
On the other hand, 

lim f lim f(x,y)) = lim(0) = 0 , 

lim (lim f(x,y)) = lim(0) = 0 . 

Example 3. For the function 

g r g . i f ^ + yVQ, 
t x2+y 

f(x,y) 
0 , if x2 + y2 = 0 , 

we have 

M. 

lim (lim fix 
x->0 V y->0 v 

lim ( lim fix 
2/->0 v x - > 0 v 

For the function 

ffay) = < 

,V)) 

,V)) 

= lim 
x->0 

= lim 
2/->0 

( x + y sin \ 

l o, ' 

% ' • 

(~^J = " 

if x = 0 , 

- 1 . 

we have 

lim f(x,y) = 0 , 

limL (lim/(x,2/)) = 0 , 
x—>0 x y—>0 

yet at the same time the iterated limit 

y—>0 vx—>0 

does not exist at all. 

Example 5. The function 

( i ^ . i f ^ + l / V O , 
/(*,») = { 

I 0, ifx2 + y2 = 0, 

has a limit of zero upon approach to the origin along any ray x = at, y = fit. 
At the same time, the function equals \ at any point of the form (a, a2), 

where a ^ 0, and so the function has no limit as (x, y) —> (0,0). 
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7.2.2 Continuity of a Function of Several Variables 
and Properties of Continuous Functions 

Let E be a subset of Mm and / : E —>> W1 a function defined on E with values 
inMn . 

Definition 6. The function / : E —>> W1 is continuous at a G E if for every 
neighborhood V (/(«)) of the value / (a) that the function assumes at a, there 
exists a neighborhood UE(O) of a in E whose image / ( ^ ( a ) ) is contained 
inV( / ( a ) ) . 

Thus 

( / : E ->• Rn is continuous at a G E) := 

= (W(f(a)) 3UE(a) (f(UE(a)) C V(/(a)))) . 

We see that Definition 6 has the same form as Definition 1 for continuity of 
a real-valued function, which we are familiar with from Sect. 4.1. As was the 
case there, we can give the following alternate expression for this definition: 

( / : E ->> Rn is continuous at a G E) := 

= (\/e>036>0VxeE {d{x, a) < S => d(/(x), / (a)) < e)) , 

or, if a is a limit point of E, 

( / : E -> Rn is continuous at a G E) := ( lim f(x) = f(a)) . 

As noted in Chapt. 4, the concept of continuity is of interest precisely in 
connection with a point a G E that is a limit point of the set E on which the 
function / is defined. 

It follows from Definition 6 and relation (7.4) that the mapping / : E —>> 
Mn defined by the relation 

(x1,...>xm)=x^y=(y1,...,yn) = 

= (f1(x1,...,xm),...,fn(x1,...,xm)), 

is continuous at a point if and only if each of the functions y% = f%(xl,..., xm) 
is continuous at that point. 

In particular, we recall that we defined a path in Mn to be a mapping / : 
I —>> Mn of an interval I c l defined by continuous functions f1 (x),..., fn(x) 
in the form 

X^y=(y1,...,yn) = (f1(x),...Jn(x)). 

Thus we can now say that a path in M71 is a continuous mapping of an 
interval J c l o f the real line into Rn. 

By analogy with the definition of oscillation of a real-valued function at 
a point, we introduce the concept of oscillation at a point for a function with 
values in Mn. 

Let E be a subset of Mm, ae E, and BE{a\ r) = EC\ B(a\ r) . 
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Definition 7. The oscillation of the function f : E —>> Rn at the point a E E 
is the quantity 

u(f;a) := lim u(f;BE(a;r)) . 
9—•+() 

Prom Definition 6 of continuity of a function, taking account of the prop­
erties of a limit and the Cauchy criterion, we obtain a set of frequently used 
local properties of continuous functions. We now list them. 

Local properties of continuous functions 

a) A mapping f : E —>> Rn of a set E C Rm is continuous at a point 
a e E if and only if' u){f\ a) = 0. 

b) A mapping f : E —>> Rn that is continuous ataeEis bounded in some 
neighborhood UE (a) of that point. 

c) If the mapping g :Y -^Rk of the set Y C Rn is continuous at a point 
2/o E Y and the mapping f : X —> Y of the set X C Rm is continuous at a 
point xo E X and f(xo) = yo, then the mapping g o f : X —>> Rk is defined, 
and it is continuous at XQ G X. 

Real-valued functions possess, in addition, the following properties. 

d) / / the function f : E —>> R is continuous at the point a G E and 
f(a) > 0 (or f(a) < 0), there exists a neighborhood UE(CL) of a in E such 
that f(x) > 0 (resp. f{x) < 0) for all x G UE(a). 

e) If the functions f : E —>> R and # : E —>> R are continuous at a e E, 
then any linear combination of them (af+(3g) : E —>> R, w/iere a, /? E R, £/ieir 
product (f - g) : E1 —>> R, and, if g(x) ^ 0 on E, their quotient (£) : E1 —>> R 
are defined on E and continuous at a. 

Let us agree to say that the function / : E —> Rn is continuous on the set 
E if it is continuous at each point of the set. 

The set of functions / : E —> Rn that are continuous on E will be denoted 
C(E]M.n) or simply C(E), if the range of values of the functions is unam­
biguously determined from the context. As a rule, this abbreviation will be 
used when Rn = R. 

Example 6. The functions (a;1,.. . , # m ) i—> x% (i = l , . . . , r a ) , mapping 
Rm onto R (projections) are obviously continuous at each point a = 
(a1 , . • • , a m ) G Rm , since lim TT^X) = a1 = 7r*(a). 

x—>a 

Example 7. Any function x i-)> f(x) defined on R, for example x i-> sinx, can 

also be regarded as a function (x, y) \—> f(x) defined, say, on R2. In that case, 

if / was continuous as a function on R, then the new function (x, y) \—> f(x) 
will be continuous as a function on R2. This can be verified either directly 
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from the definition of continuity or by remarking that the function F is the 
composition ( / o nl){x,y) of continuous functions. 

In particular, it follows from this, when we take account of c) and e), that 
the functions 

f(x,y) = sinx + eX2/ , f(x,y) = arctan (ln(|x| + \y\ + 1)) , 

for example, are continuous on R2. 

We remark that the reasoning just used is essentially local, and the fact 
that the functions / and F studied in Example 7 were defined on the entire 
real line R or the plane R2 respectively was purely an accidental circumstance. 

Example 8. The function f(x,y) of Example 2 is continuous at any point 
of the space R2 except (0,0). We remark that, despite the discontinuity of 
f(x,y) at this point, the function is continuous in either of its two variables 
for each fixed value of the other variable. 

Example 9. If a function / : E —> Rn is continuous on the set E and E is 
a subset of E, then the restriction f\g of / to this subset is continuous on 

E, as follows immediately from the definition of continuity of a function at a 
point. 

We now turn to the global properties of continuous functions. To state 
them for functions / : E —> Rn , we first give two definitions. 

Definition 8. A mapping / : E -)• Rn of a set E C Rm into Rn is uniformly 
continuous on E if for every e > 0 there is a number 5 > 0 such that 
d(f(xi),f(x2)) < e for any points X\,X2 G E such that d(xi,X2) < S. 

As before, the distances d(x\,X2) and d(f(xi),f(x2)) are assumed to be 
measured in Rm and Rn respectively. 

When m = n = 1, this definition is the definition of uniform continuity 
of numerical-valued functions that we already know. 

Definition 9. A set E C Rm is pathwise connected if for any pair of its 
points £o, #i, there exists a path r : / —> E with support in E and endpoints 
at these points. 

In other words, it is possible to go from any point XQ G E to any other 
point X\ G E without leaving E. 

Since we shall not be considering any other concept of connectedness for a 
set except pathwise connectedness for the time being, for the sake of brevity 
we shall temporarily call pathwise connected sets simply connected. 

Definition 10. A domain in Rm is an open connected set. 
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Example 10. An open ball B(a\r), r > 0, in Rm is a domain. We already 
know that B(a-, r) is open in Rm . Let us verify that the ball is connected. Let 
xo = (xl..., x™) and x\ = (x\,..., X™) be two points of the ball. The path 
defined by the functions xl{t) = tx\ -f (1 — t)xl

0, (i = 1 , . . . ,ra), defined on 
the closed interval 0 < t < 1, has x$ and X\ as its endpoints. In addition, 
its support lies in the ball B(a;r), since, by Minkowski's inequality, for any 

*e[o,i], 

m 

£(i(xj-a*) + ( l- t)(4-a*))2< 
i=l 

m 

J2((l-t)(xi-ai))2 = 
i=l 

m 

^ ( 4 - a1)2 <tr+{l-t)r = r . 
i=i 

Example 11. The circle (one-dimensional sphere) of radius r > 0 is the subset 
of R2 given by the equation (x1)2 + (x2)2 = r2. Setting x1 = rcost, x2 = 
r sin£, we see that any two points of the circle can be joined by a path that 
goes along the circle. Hence a circle is a connected set. However, this set is 
not a domain in R2, since it is not open in R2. 

We now state the basic facts about continuous functions in the large. 

Global properties of continuous functions 

a) / / a mapping f : K —> Rn is continuous on a compact set K C Rm , 
then it is uniformly continuous on K. 

b) / / a mapping f : K —> Rn is continuous on a compact set K C Rm , 
then it is bounded on K. 

c) / / a function f : K —> R is continuous on a compact set K C Rm , then 
it assumes its maximal and minimal values at some points of K. 

d) / / a function f : E —> R is continuous on a connected set E and 
assumes the values f(a) = A and f(b) = B at points a, 6 G E, then for any 
C between A and B, there is a point c G E at which f(c) = C. 

Earlier (Sect. 4.2), when we were studying the local and global properties 
of functions of one variable, we gave proofs of these properties that extend to 
the more general case considered here. The only change that must be made 
in the earlier proofs is that expressions of the type \x\ —X2\ or | / (#i) — /(#2)| 
must be replaced by d(x\,X2) and d( / (x i ) , / (a^)) , where d is the metric in 
the space where the points in question are located. This remark applies fully 
to everything except the last statement d), whose proof we now give. 

d(x{t),a) = 

N ]_>'(*)-»')2 = N 
< 

\ 
EWa ai)f + 
i=l N 

N 
5><-a<f + (!-() 
i=l \ 
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Proof, d) Let r : I —> E be a path that is a continuous mapping of an interval 
[a, /?] = / C R such that r(a) = a, r{(3) = b. By the connectedness of E 
there exists such a path. The function / o r : / —> R, being the composition 
of continuous functions, is continuous; therefore there is a point 7 £ [a, /?] on 
the closed interval [a,/3] at which / o r(*y) = C. Set c = r(*y). Then c G ^ 
and /(c) = C. • 

Example 12. The sphere 5(0; r) defined in Rm by the equation 

(x1)2 + -.. + (xm)2 = r2 , 

is a compact set. 
Indeed, it follows from the continuity of the function 

( z \ . . . , z m ) ^ ( z 1 ) 2 + -.- + (z m ) 2 

that the sphere is closed, and from the fact that \xl\ < r (i = 1 , . . . ,m) on 
the sphere that it is bounded. 

The function 

(x\ ..., xm) ^ (x1)2 + .. • + (xk)2 - (x^1)2 (xm)2 

is continuous on all of Rm , so that its restriction to the sphere is also con­
tinuous, and by the global property c) of continuous functions assumes its 
minimal and maximal values on the sphere. At the points (1 ,0 , . . . ,0) and 
(0 , . . . ,0,1) this function assumes the values 1 and —1 respectively. By the 
connectedness of the sphere (see Problem 3 at the end of this section), global 
property d) of continuous functions now enables us to assert that there is a 
point on the sphere where this function assumes the value 0. 

Example 13. The open set Rm \ 5(0; r) for r > 0 is not a domain, since it is 
not connected. 

Indeed, if r : I —> Rm is a path one end of which is at the point x$ = 
(0 , . . . , 0) and the other at some point x\ = (x\,..., x7^) such that (#i)2H h 
(x™)2 > r2, then the composition of the continuous functions r : / —> Rm 

and / : Rm -> R, where 

( x 1 , . . . , x m ) n A ( x 1 ) 2 + . . . + ( x m ) 2 , 

is a continuous function on / assuming values less than r2 at one endpoint 
and greater than r2 at the other. Hence there is a point 7 on / at which 
( / o J1) (7) = r2. Then the point x1 = ^(7) in the support of the path turns 
out to lie on the sphere 5(0; r). We have thus shown that it is impossible to 
get out of the ball B(0; r) C Rm without intersecting its boundary sphere 
5(0; r). 
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7.2.3 Problems and Exercises 

1. Let / G C(E m ;E ) . Show that 

a) the set E1 = {xeRrn\ f(x) < c] is open in E m ; 

b) the set E2 = {x G E m | f(x) < c] is closed in E m ; 

c) the set E3 = {x G E m | f(x) = c] is closed in E m ; 

d) if f{x) —» +oo as x —» oo, then Ei and Ez are compact in E m ; 

e) for any / : E m -> E the set E4 = {x G E m | o;(/; x) > e} is closed in E m . 

2. Show that the mapping / : E m -> E n is continuous if and only if the preimage 
of every open set in E n is an open set in E m . 

3 . Show that 

a) the image f(E) of a connected set E C E m under a continuous mapping 
f : E -> E n is a connected set; 

b) the union of connected sets having a point in common is a connected set; 

c) the hemisphere (x1)2 + • • • + (x m ) 2 = 1, x™ > 0, is a connected set; 

d) the sphere (x1)2 + h (x m ) 2 = 1 is a connected set; 

e) if E C E and E is connected, then E is an interval in E (that is, a closed 
interval, a half-open interval, an open interval, or the entire real line).; 

f) if xo is an interior point and x\ an exterior point in relation to the set M C 
E m , then the support of any path with endpoints a?o, %i intersects the boundary of 
the set M. 



8 The Differential Calculus of Functions 
of Several Variables 

8.1 The Linear Structure on Mm 

8.1.1 R m as a Vector Space 

The concept of a vector space is already familiar to you from your study of 
algebra. 

If we introduce the operation of addition of elements X\ = (x\,..., x™) 
and X2 = (x\, " -1x™) m ^ m ^ the formula 

xi + x2 = (x\ + x\,... ,x? + x%) , (8.1) 

and multiplication of an element x = (x 1 , . . . ,x m ) by a number A G R via 
the relation 

\x = (\x\...,\xm) , (8.2) 

then Rm becomes a vector space over the field of real numbers. Its points can 
now be called vectors. 

The vectors 

Ci = (0 , . . . , 0 ,1 ,0 , . . . , 0 ) (z = l , . . . , m ) (8.3) 

(where the 1 stands only in the ith place) form a maximal linearly indepen­
dent set of vectors in this space, as a result of which it turns out to be an 
m-dimensional vector space. 

Any vector x G Mm can be expanded with respect to the basis (8.3), that 
is, represented in the form 

x = xxei + h xmern . (8.4) 

When vectors are indexed, we shall write the index as a subscript, while 
denoting its coordinates, as we have been doing, by superscripts. This is 
convenient for many reasons, one of which is that, following Einstein,1 we 

1 A. Einstein (1879-1955) - greatest physicist of the twentieth century. His work in 
quantum theory and especially in the theory of relativity exerted a revolutionary 
influence on all of modern physics. 
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can make the convention of writing expressions like (8.4) briefly in the 
form 

x = xlei , (8.5) 

taking the simultaneous presence of subscript and superscript with the same 
letter to indicate summation with respect to that letter over its range of 
variation. 

8.1.2 Linear Transformations L : R m -> R n 

We recall that a mapping L : X —> Y from a vector space X into a vector 
space Y is called linear if 

L(XiXi + A2x2) = XiL(xi) + A2I/(x2) 

for any x\, x2 G X, and Ai, A2 G R. We shall be interested in linear mappings 
L : Rm -> Rn . 

If {e\,..., em} and {e\,..., en} are fixed bases of Rm and Rn respectively, 
then, knowing the expansion 

L{ei) = a\e\ H V a^en = a{ej (i = 1 , . . . , m) (8.6) 

of the images of the basis vectors under the linear mapping L : Rm —> Rn, 
we can use the linearity of L to find the expansion of the image L(h) of any 
vector h = hle\ H f- hmern = hlei in the basis {e i , . . . , e n } . To be specific, 

L(h) = Htfei) = WLiei) = tiaiij = a{h% . (8.7) 

Hence, in coordinate notation: 

L(h) = (a1
ih

i,...,a?hi). (8.8) 

For a fixed basis in Rn the mapping L : Rm —> Rn can thus be regarded 
as a set 

L=(L\...,Ln) (8.9) 

of n (coordinate) mappings U : Rm —> R. 
Taking account of (8.8), we easily conclude that a mapping L : Rm —> Rn 

is linear if and only if each mapping U in the set (8.9) is linear. 
If we write (8.9) as a column, taking account of relation (8.8), we have 

L(h)=\ ••• \ = \ •• (8-10) 

Thus, fixing bases in Rm and Rn enables us to establish a one-to-one corre­
spondence between linear transformations L : Rm —> Rn and m x n-matrices 
(a^), (i = 1 , . . . , m, j = 1 , . . . , n). When this is done, the ith column of the 
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matrix (a^) corresponding to the transformation L consists of the coordi­
nates of L(ei), the image of the vector e$ G {e i , . . . , e m } . The coordinates 
of the image of an arbitrary vector h = h%ei G Rm can be obtained from 
(8.10) by multiplying the matrix of the linear transformation by the column 
of coordinates of h. 

Since Rn has the structure of a vector space, one can speak of linear 
combinations \\f\ -f A2/2 of mappings /1 : X —> Rn and f2 : X —> Rn , 
setting 

(A1/1 + A2/2XS) := Ai/i(s) + A2/2(x) . (8.11) 

In particular, a linear combination of linear transformations L\ : Rm -» 
Rn and L2 : Rm —> Rn is, according to the definition (8.11), a mapping 

h^\1L1(h) + \2L2(h) = L(h), 

which is obviously linear. The matrix of this transformation is the corre­
sponding linear combination of the matrices of the transformations L\ and 
£2. 

The composition C = B o A of linear transformations A : Rm —> Rn and 
B : Rn —> Rk is obviously also a linear transformation, whose matrix, as 
follows from (8.10), is the product of the matrix of A and the matrix of B 
(which is multiplied on the left). Actually, the law of multiplication for matri­
ces was defined in the way you are familiar with precisely so that the product 
of matrices would correspond to the composition of the transformations. 

8.1.3 The Norm in R m 

The quantity 
\\x\\ = V(xl)2 + --- + (xm)2 (8.12) 

is called the norm of the vector x = ( x 1 , . . . , xm) G Rm . 
It follows from this definition, taking account of Minkowski's inequality, 

that 

1° ||z|| > 0, 

2° (||a:|| = 0) <^ (x = 0), 

3° ||Az|| = |A|- ||x||, where AG R, 

4° ||a?i +X2II < | |^i| | + ||x2||. 

In general, any function || || : X —> R on a vector space X satisfying 
conditions l°-4° is called a norm on the vector space. Sometimes, to be 
precise as to which norm is being discussed, the norm sign has a symbol 
attached to it to denote the space in which it is being considered. For example, 
we may write ||#||Rm or HS/HR*. AS a rule, however, we shall not do that, since 
it will always be clear from the context which space and which norm are 
meant. 
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We remark that by (8.12) 

\\x2 -xi\\ =d(xi,x2) , (8.13) 

where d(xi, x2) is the distance in Rm between the vectors X\ and x2, regarded 
as points of Rm . 

It is clear from (8.13) that the following conditions are equivalent: 

x —> xo , d(x, xo) —> 0 , \\x — xo|| —> 0 . 

In view of (8.13), we have, in particular, 

||z|| =d(0,x) . 

Property 4° of a norm is called the triangle inequality, and it is now clear 
why. 

The triangle inequality extends by induction to the sum of any finite 
number of terms. To be specific, the following inequality holds: 

||*1 + •••+ **|| < ||*l|| + "-+ 11**11 • 

The presence of the norm of a vector enables us to compare the size of 
values of functions / : X -> Rm and g : X -> Rn . 

Let us agree to write f(x) = o(g(x)) or / = o(g) over a base B in X if 

H/(*)||R™ = °(lb(*)lk") over the base B. 
If f(x) = ( / 1 ( x ) , . . . , fm(x)) is the coordinate representation of the map­

ping / : X —> Rm , then in view of the inequalities 

m 

!/*(*)! ̂ | / ( * ) | | < £ | f ( * ) | (8.14) 
i=l 

one can make the following observation, which will be useful below: 

(f = o(g) over the base B) & (/* = o(g) over the base B\ % = 1 , . . . , m) . 
(8.15) 

We also make the convention that the statement f = 0(g) over the base 
B in X will mean that | | / (*) | |R™ = 0(||<7(*)||Rn) o v e r the base B. 

We then obtain from (8.14) 

( / = 0(g) over the base B) & (f% = 0(g) over the base B\ i = 1 , . . . , m) . 
(8.16) 

Example. Consider a linear transformation L : Rm —> Rn . Let h = hxe\ + 
f- hmern be an arbitrary vector in Rm . Let us estimate ||L(/i)||]Rn: 

II^WII = 
m it m / m \ 

£ VLieM < J2 \\L(ei)\\ \h*\ < ^ \\L(ei)\\ \\h\\ . (8.17) 
i=l >' i=l M = l ^ 
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Thus one can assert that 

L(h) = 0(h) as h -> 0 . (8.18) 

In particular, it follows from this that L(x — XQ) = L(x) — L(XQ) —> 0 
as x —> xo, that is, a linear transformation L : Rm —> Rn is continuous at 
every point x$ G Rm . Prom estimate (8.17) it is even clear that a linear 
transformation is uniformly continuous. 

8.1.4 The Euclidean Structure on R m 

The concept of the inner product in a real vector space is known from algebra 
as a numerical function (x, y) defined on pairs of vectors of the space and 
possessing the properties 

(x,x) > 0 , 

(x, x) = 0 O x = 0 , 

(xux2) = (x2,x1) , 

(\xi,X2) = X(xi,X2), where A G R , 

(Xi +X2,X3) = (xi,X3) + (X2,X3) . 

It follows in particular from these properties that if a basis {e i , . . . , em} 
is fixed in the space, then the inner product (x, y) of two vectors x and y can 
be expressed in terms of their coordinates (x 1 , . . . , xm) and (y 1 , . . . , ym) as 
the bilinear form 

(x,y) = QijxW (8.19) 

(where summation over i and j is understood), in which gij = (ei,ej). 
Vectors are said to be orthogonal if their inner product equals 0. 
A basis {e i , . . . , em} is orthonormal if g^ = 5^-, where 

f O , i f t V J , 
Sij = < 

[ l , i f i = j . 

In an orthonormal basis the inner product (8.19) has the very simple form 

(x,y) = SijXlyJ , 

or 
(z,2/) = z 1 V + -.. + z m - 2 / m . (8.20) 

Coordinates in which the inner product has this form are called Cartesian 
coordinates. 

We recall that the space Rm with an inner product defined in it is called 
Euclidean space. 



434 8 Differential Calculus in Several Variables 

Between the inner product (8.20) and the norm of a vector (8.12) there 
is an obvious connection 

(x,x) = \\x\\2 . 

The following inequality is known from algebra: 

(x,y)2 < (x,x)(y,y) . 

It shows in particular that for any pair of vectors there is an angle ip £ [0, n] 
such that 

(x,y) = \\x\\ ||2/||cosy?. 

This angle is called the angle between the vectors x and y. That is the 
reason we regard vectors whose inner product is zero as orthogonal. 

We shall also find useful the following simple, but very important fact, 
known from algebra: 

any linear function L : Rm —> R in Euclidean space has the form 

L(x) = (£,x) , 

where £ £ Rm is a fixed vector determined uniquely by the function L. 

8.2 The Differential of a Function of Several Variables 

8.2.1 Differentiability and the Differential of a Function at a Point 

Definition 1. A function / : E -> Rn defined on a set E C Rm is differen-
tiable at the point x £ E1, which is a limit point of E1, if 

f(x + h) - f(x) = L(x)h + a(x] h), (8.21) 

where L(x) : Rm —> Rn is a function2 that is linear in h and a(x; h) = o(h) 
a s f t - ^ 0 , x + / i G ^ . 

The vectors 

Ax(h) := (x + h) — x = h , 

Af(x;h) :=f(x + h)-f(x) 

are called respectively the increment of the argument and the increment of 
the function (corresponding to this increment of the argument). These vectors 
are traditionally denoted by the symbols of the functions of h themselves Ax 

2 By analogy with the one-dimensional case, we allow ourselves to write L(x)h 
instead of L(x)(h). We note also that in the definition we are assuming that Em 

and En are endowed with the norm of Sect. 8.1. 
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and Af{x). The linear function L(x) : Rm -> Rn in (8.21) is called the 
differential, tangent mapping, or derivative mapping of the function / : E —> 
Rn at the point x G E . 

The differential of the function / : E —> Rn at a point x e E is denoted 
by the symbols d/(#), Df(x), or f'{x). 

In accordance with the notation just introduced, we can rewrite relation 
(8.21) as 

f(x + h) - f(x) = f{x)h + a(x-, h) 

or 
Af(x; h) = df(x)h + a{x\ h) . 

We remark that the differential is defined on the displacements h from 
the point x G Rm . 

To emphasize this, we attach a copy of the vector space Rm to the point 
x G Rm and denote it TxRm, TRm(x), or TR™. The space TR™ can be 
interpreted as a set of vectors attached at the point x G Rm . The vector 
space TR™ is called the tangent space to Rm at x G Rm . The origin of this 
terminology will be explained below. 

The value of the differential on a vector h G TR™ is the vector f'(x)h G 
TWi,xN attached to the point f(x) and approximating the increment f(x -f 
h) — f(x) of the function caused by the increment h of the argument x. 

Thus df(x) or f'(x) is a linear transformation f'(x) : TR£* -> TR^ (x). 
We see that, in complete agreement with the one-dimensional case that 

we studied, a vector-valued function of several variables is differentiable at a 
point if its increment Af(x; h) at that point is linear as a function of h up 
to the correction term a(x;h), which is infinitesimal as h —> 0 compared to 
the increment of the argument. 

8.2.2 The Differential and Partial Derivatives 
of a Real-valued Function 

If the vectors / (x + /i), / (#) , L(x)h, a(x; h) in Rn are written in coordinates, 
Eq. (8.21) becomes equivalent to the n equalities 

f(x + h) - f(x) = L\x)h + <**(*; h) (i = 1 , . . . , n) (8.22) 

between real-valued functions, in which, as follows from relations (8.9) and 
(8.15) of Sect. 8.1, D(x) : Rm -)• R are linear functions and offali) = o(h) 
as h —> 0, x + h G E, for every i = 1 , . . . , n. 

Thus we have the following proposition. 

Proposition 1. A mapping f : E —> Rn of a set E C Rm is differentiate at 
a point x G E that is a limit point of E if and only if the functions f1 : E —> R 
(i = 1 , . . . ,n) that define the coordinate representation of the mappping are 
differentiate at that point. 
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Since relations (8.21) and (8.22) are equivalent, to find the differential 
L(x) of a mapping / : E —> Rn it suffices to learn how to find the differentials 
Ll(x) of its coordinate functions fl : E —> R. 

Thus, let us consider a real-valued function f : E —> R, defined on a 
set E C Rm and differentiate at an interior point x £ E of that set. We 
remark that in the future we shall mostly be dealing with the case when E is 
a domain in Rm . If x is an interior point of E1, then for any sufficiently small 
displacement ft from x the point x + h will also belong to E, and consequently 
will also be in the domain of definition of the function / : E —> R. 

If we pass to the coordinate notation for the point x — ( x 1 , . . . , xm), the 
vector ft = (ft1,... ,ftm), and the linear function L(x)h = a\{x)h} -f • • • -f 
am(x)ftm, then the condition 

f(x + ft) - f(x) = L(x)h + o(ft) as ft ^ 0 (8.23) 

can be rewritten as 

/ ( x 1 + ft1,...,xm + ftm)-/(x1,...,xrn) = 

= ai{x)hl + • • • + am(x)hm + o(ft) as ft -> 0 , (8.24) 

where a i ( # ) , . . . , am(x) are real numbers connected with the point x. 
We wish to find these numbers. To do this, instead of an arbitrary dis­

placement ft we consider the special displacement 

hi = hlei = 0 • ei H h 0 • e»_i + ft*e* + 0 • e»+i H h 0 • em 

by a vector ft^ collinear with the vector e$ of the basis {e i , . . . , em} in Rm . 
When ft = fti, it is obvious that ||ft|| = |ftz|, and so by (8.24), for ft = hi 

we obtain 

j\X)...,x ,x -\- n ,x , • • • , £ j / ^ x , . . . , £ , . . . , £ j = 

= ai{x)hl + o(ft*) as ft* -> 0 . (8.25) 

This means that if we fix all the variables in the function / ( x 1 , . . . , xm) 
except the zth one, the resulting function of the zth variable alone is differ­
ent ia te at the point x%. 

In that way, from (8.25) we find that 

Oi(x) = (8.26) 

f(x\...,xi-1,xi + hi,xi+1,...,xm)-f(x1,...,xi,...,xm) 
/i*-K) hl 

Definition 2. The limit (8.26) is called the partial derivative of the function 
f(x) at the point x = (x1,..., xm) with respect to the variable x%. We denote 
it by one of the following symbols: 

!£(*), dtf(x), Dif{x), f'xi{x). 
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Example 1. If f(u, v) = u3 -f v2 sinu, then 

d\f(u,v) = — (u,v) = 3u2 + v2cosu, 

d2J(u,v) = —(u,v) = 2t>siri'M . 
ov 

Example 2. If / (# , ?/, z) = arctan(x?/2) -f e2, then 

dif(x,y,z) = — (x,*/,*) -8xK '*' ' 1 + x V ' 

d2f(x,y,z) = -(x,y,z) = Y T ^ - 4 , 

53 /(x, y,z) = — (x, 2/, 2?) = e* . 

Thus we have proved the following result. 

Proposition 2. If a function f : E —>• Rn defined on a set E C Rm is differ-
entiable at an interior point x £ E of that set, then the function has a partial 
derivative at that point with respect to each variable, and the differential of 
the function is uniquely determined by these partial derivatives in the form 

df{x)h = w{x)hl + ' • ' + ^{x)hm • (8-27) 

Using the convention of summation on an index that appears as both a 
subscript and a superscript, we can write formula (8.27) succinctly: 

df(x)h = dif{x)ti . (8.28) 

Example 3. If we had known (as we soon will know) that the function 
f(x,y,z) considered in Example 2 is differentiate at the point (0,1,0), we 
could have written immediately 

d/(0,1,0)h = 1 • h1 + 0 • h2 + 1 • h3 = h1 + h3 

and accordingly 

f(h\ 1 + h2, h3) - /(0,1,0) = d/(0,1,0)h + o(h) 

or 
arctan (hl(l + h2)2) + e'1' = 1 + h1 + h3 + o(h) as h -> 0 . 

Example 4- For the function x = (x 1 , . . . ,x m ) i—> x%', which assigns to the 
point x £ Rm its zth coordinate, we have 

Airi(x;h) = (xi + hi)-xi = hi , 
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that is, the increment of this function is itself a linear function in h: h \—> hl. 
Thus, A7rl(x;h) = d7rl(x)h, and the mapping cbr^x) = cbrz turns out to be 
actually independent of x G Rm in the sense that d7rl(x)h = h% at every point 
x G Rm . If we write xl(x) instead of 7r*(x), we find that dxl(x)h = dxlh = h1. 

Taking this fact and formula (8.28) into account, we can now represent 
the differential of any function as a linear combination of the differentials of 
the coordinates of its argument x G Rm . To be specific: 

df(x) = Mix) 6x* = §tdxr + ...+ dJLw 

since for any vector h G TR™ we have 

df(x)h = difWh* dif(x)dxih . 

(8.29) 

8.2.3 Coordinate Representation of the Differential 
of a Mapping. The Jacobi Matrix 

Thus we have found formula (8.27) for the differential of a real-valued function 
/ : E —>• R. But then, by the equivalence of relations (8.21) and (8.22), for 
any mapping / : E —> Rn of a set E C Rm that is differentiate at an interior 
point x G E, we can write the coordinate representation of the differential 
df(x) as 

fdfHx)h\ / 3 < / W \ /$&{x) ••• §£{x)\(hi\ 

df(x)h = 

\dr(x)hJ KdirwJ \^(x) ... §£(x)J\h™J 
(8.30) 

Definition 3. The matrix (d{fj(x)) (i = 1 , . . . , m, j = 1 , . . . , n) of partial 
derivatives of the coordinate functions of a given mapping at the point x G E 
is called the Jacobi matrix* or the Jacobian4 of the mapping at the point. 

In the case when n = 1, we are simply brought back to formula (8.27), 
and when n = 1 and m = 1, we arrive at the differential of a real-valued 
function of one real variable. 

The equivalence of relations (8.21) and (8.22) and the uniqueness of the 
differential (8.27) of a real-valued function implies the following result. 

Proposition 3. / / a mapping f : E —>• Rn of a set E C Rm is differentiate 
at an interior point x G E, then it has a unique differential df(x) at that 
point, and the coordinate representation of the mapping df(x) : TRJ1 —> 
TRy/ x is given by relation (8.30). 

3 C.G.J. Jacobi (1804-1851) - well-known German mathematician. 
4 The term Jacobian is more often applied to the determinant of this matrix (when 

it is square). 
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8.2.4 Continuity, Partial Derivatives, 
and Differentiability of a Function at a Point 

We complete our discussion of the concept of differentiability of a function at 
a point by pointing out some connections among the continuity of a function 
at a point, the existence of partial derivatives of the function at that point, 
and differentiability at the point. 

In Sect. 8.1 (relations (8.17) and (8.18)) we established that if L : Rm -> 
Rn is a linear transformation, then Lh —> 0 as h —> 0. Therefore, one can 
conclude from relation (8.21) that a function that is differentiable at a point 
is continuous at that point, since 

f(x + h) - f(x) = L(x)h + o(h) ash^0,x + heE. 

The converse, of course, is not true because, as we know, it fails even in 
the one-dimensional case. 

Thus the relation between continuity and differentiability of a function at 
a point in the multidimensional case is the same as in the one-dimensional 
case. 

The situation is completely different in regard to the relations between 
partial derivatives and the differential. In the one-dimensional case, that is, 
in the case of a real-valued function of one real variable, the existence of 
the differential and the existence of the derivative for a function at a point 
are equivalent conditions. For functions of several variables, we have shown 
(Proposition 2) that differentiability of a function at an interior point of its 
domain of definition guarantees the existence of a partial derivative with 
respect to each variable at that point. However, the converse is not true. 

Example 5. The function 

0 , ifx1x2 = 0, 
f(x\x2) 

1 , if xlx2 ^ 0 , 

equals 0 on the coordinate axes and therefore has both partial derivatives at 
the point (0,0): 

32/(0,0) = lim -^ ——^ = i i m —^ = o . 
/i2->o a2 /i2->o a2 

At the same time, this function is not differentiable at (0,0), since it is 
obviously discontinuous at that point. 

The function given in Example 5 fails to have one of its partial derivatives 
at points of the coordinate axes different from (0,0). However, the function 
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^ , i f x 2 + 2 / V O , 

0 , if x2 + y2 = 0 

(which we encountered in Example 2 of Sect. 7.2) has partial derivatives at 
all points of the plane, but it also is discontinuous at the origin and hence 
not differentiable there. 

Thus the possibility of writing the right-hand side of (8.27) and (8.28) 
still does not guarantee that this expression will represent the differential of 
the function we are considering, since the function may be nondifferentiable. 

This circumstance might have been a serious hindrance to the entire differ­
ential calculus of functions of several variables, if it had not been determined 
(as will be proved below) that continuity of the partial derivatives at a point 
is a sufficient condition for differentiability of the function at that point. 

8.3 The Basic Laws of Differentiation 

8.3.1 Linearity of the Operation of Differentiation 

Theorem 1. If the mappings fi'.E^M71 and f2 : E —> Rn , defined on a 
set E C Rm , are differentiable at a point x £ E, then a linear combination 
of them (Ai/i + A2/2) : E —> Rn is also differentiable at that point, and the 
following equality holds: 

(A1/1 + A2/2)'(x) = (Ai/i + \2f2)(x) • (8.31) 

Equality (8.31) shows that the operation of differentiation, that is, forming 
the differential of a mapping at a point, is a linear transformation on the 
vector space of mappings / : E —>• Rn that are differentiable at a given point 
of the set E. The left-hand side of (8.31) contains by definition the linear 
transformation (Ai/i4-A2/2y(a;), while the right-hand side contains the linear 
combination (Ai/{ + ^2f2)(%) of linear transformations f[(x) : Rm —> Rn, 
and f2(x) • U£m —> U£n, which, as we know from Sect. 8.1, is also a linear 
transformation. Theorem 1 asserts that these mappings are the same. 

Proof 

(A1/1 + A2/2)(x + h) - (Ax/2 + A2/2)(x) = 

= (Ai/i(x + h) + A2/2(x + h)) - (Ai/i(x) + A2/2(x)) = 

= Ai(/i(x + / i ) - / i ( x ) ) + A 2 ( / 2 ( x + / i ) - / 2 ( x ) ) = 

= Ai (f[(x)h + o(h)) + \2(f'2{x)h + o(h)) = 

= {\if[(x) + \2&(x))h + o(h). D 

If the functions in question are real-valued, the operations of multiplica­
tion and division (when the denominator is not zero) can also be performed. 
We have then the following theorem. 

f(x,y) = 
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Theorem 2. / / the functions f : E —> R and g : E —> R, defined on a set 
E c Rm , are differentiable at the point x £ E, then 

a) their product is differentiable at x and 

( / • 9)'{x) = g(x)f(x) + f(x)g'(x) ; (8.32) 

b) their quotient is differentiable at x if g(x) ^ 0, and 

( £ ) ' ( * ) = ^ ) {9(x)f(x) ~ f{x)9'{x)) . (8.33) 

The proof of this theorem is the same as the proof of the corresponding 
parts of Theorem 1 in Sect. 5.2, so that we shall omit the details. 

Relations (8.31), (8.32), and (8.33) can be rewritten in the other notations 
for the differential. To be specific: 

d(Ai/i(x) + A2/2)(x) = ( A i d / i + A 2 d / 2 ) ( x ) , 

d(f-g)(x)=g(x)df(x) + f(x)dg(x), 

d ( 0 ( x ) = ^{g(x)df(x)-f(x)dg(x)) . 

Let us see what these equalities mean in the coordinate representation of 
the mappings. We know that if a mapping ip : E —>• Rn that is differentiable 
at an interior point x of the set E C Rm is written in the coordinate form 

Vl{x\...,xm)\ 

<pn{x\...,xm)) ' 

then the Jacobi matrix 

•«-(££;;:&£>>-MM 
will correspond to its differential dip(x) : Rm —> Rn at this point. 

For fixed bases in Rm and Rn the correspondence between linear trans­
formations L : Rm —>• Rn and m x n matrices is one-to-one, and hence the 
linear transformation L can be identified with the matrix that defines it. 

Even so, we shall as a rule use the symbol f'{x) rather than df(x) to 
denote the Jacobi matrix, since it corresponds better to the traditional dis­
tinction between the concepts of derivative and differential that holds in the 
one-dimensional case. 

Thus, by the uniqueness of the differential, at an interior point x of E 
we obtain the following coordinate notation for (8.31), (8.32), and (8.33), 
denoting the equality of the corresponding Jacobi matrices: 

(f(x) = 
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($(Ai/f + A2/|))(aO = {Xidifl + X2difi)(x) 

(i = l,...,m,j = l,...,n), (8.31') 

(di(f • g))(x) = g{x)8if(x) + f(x)di9(x) (t = l , . . . , m ) , (8.32') 

(di ( 0 ) (a) = ^ (<?»/(*) - /(*)$</(*)) (* = 1,..., m) . (8.33') 

It follows from the elementwise equality of these matrices, for example, 
that the partial derivative with respect to the variable x1 of the product 
of real-valued functions / ( x 1 , . . . , xm) and ^ (x 1 , . . . , xm) should be taken as 
follows: 

d{f-9)-(x\...,x™) = 
dxi 

9{x\...,xm)^-{x\...,xm) + f{x\...,xm)^{x\--^xm)-

We note that both this equality and the matrix equalities (8.31'), (8.32'), 
and (8.33') are obvious consequences of the definition of a partial derivative 
and the usual rules for differentiating real-valued functions of one real vari­
able. However, we know that the existence of partial derivatives may still turn 
out to be insufficient for a function of several variables to be differentiate. 
For that reason, along with the important and completely obvious equalities 
(8.31'), (8.32'), and (8.33'), the assertions about the existence of a differen­
tial for the corresponding mapping in Theorems 1 and 2 acquire a particular 
importance. 

We remark finally that by induction using (8.32) one can obtain the re­
lation 

d(fi,...,fk)(x) = (f2---fk)(x)df1(x) + --- + (f1---fk-1)dfk(x) 

for the differential of a product (/i • • • /&) of differentiate real-valued func­
tions. 

8.3.2 Differentiation of a Composition of Mappings (Chain Rule) 

a. The Main Theorem 

Theorem 3. / / the mapping f : X —>• Y of a set X C Rm into a set Y C 
E n is differentiate at a point x £ X, and the mapping f : Y —>• Rk is 
differentiable at the pointy = f(x) £ Y, then their composition go f : X —> Rk 

is differentiable at x and the differential d(g o / ) : TR™ —>• TR*,f,x^ of the 
composition equals the composition dg(y) o df(x) of the differentials 

df(x) : TR™ -> TW}(x)=y , dg(y) : TR£ -+ TRk
g{y) . 
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The proof of this theorem repeats almost completely the proof of Theo­
rem 2 of Sect. 5.2. In order to call attention to a new detail that arises in 
this case, we shall nevertheless carry out the proof again, without going into 
technical details that have already been discussed, however. 

Proof. Using the differentiability of the mappings / and g at the points x 
and y = / (#) , and also the linearity of the differential </(#), we can write 

(g o f)(x + h)-(go f)(x) = g(f(x + h)) - g(f(x)) = 

= </(/(*)) (f(x + h)- f{x)) + o{f(x + h)- /(:r)) = 

= g'{y) (f'(x)h + o(h)) + o{f(x + h) - / (»)) = 

= 9'(y){f'(x)h) + g'(y)(o(h)) + o(f(x + h) - f(x)) = 
= (g'(y)of'(x))h + a(x;h), 

where g'(y) o / ' (#) is a linear mapping (being a composition of linear map­
pings), and 

a(x; h) = g'(y)(o(h)) + o(f(x + h) - / (»)) . 

But, as relations (8.17) and (8.18) of Sect. 8.1 show, 

g'(y)(o(h))=o(h)ash^0, 

f(x + h)- f(x) = f\x)h + o(h) = 0(h) + o(h) = 0(h) as h -> 0 , 

and 
o(f(x + h) - f(x)) = o(0(h)) = o(h) ash^O. 

Consequently, 

a(x\ h) = o(h) +'o(/i) = o(h) as h —>• 0 , 

and the theorem is proved. • 

When rewritten in coordinate form, Theorem 3 means that if x is an 
interior point of the set X and 

(dxf
l{x) ••• dmf1(x)\ 

f(x) = = (difj)(x) 

Xdxrix) •••dmfn(x)j 

and y = f(x) is an interior point of the set Y and 

(dl9
l{y)---dng\y)\ 

g'(y) = = (dj9k)(y), 

\dl9
k(y) •••dng

k(y)J 
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then 

/ f t t e W X a r ) •••dm(glof)(x)\ 

(9of)'(x) (di(9l o f))(x) 

\di(9kof)(x)---dm(gkof)(x)J 

(dl9
l{y) ••• dng\y)\ ( d1f

1(x) ••• dmf\x) 

= {djg\y).diP{x)). 

\digk(y) ••• dng
k(y)J \difn(x) ••• dmfn(x), 

In the equality 

(di(9lof))(x) = (djg
l(f(x))-difi(x)) (8.34) 

summation is understood on the right-hand side with respect to the index j 
over its interval of variation, that is, from 1 t o n . 

In contrast to Eqs. (8.31'), (8.32'), and (8.33'), relation (8.34) is nontrivial 
even in the sense of elementwise equality of the matrices occurring in it. 

Let us now consider some important cases of the theorem just proved. 

b. The Differential and Partial Derivatives of a Composite Real-
valued Function Let z = g(y1,..., yn) be a real-valued function of the real 
variables y1,..., yn, each of which in turn is a function yi = / ^ ( x 1 , . . . , xm) 
(j = 1 , . . . , n) of the variables x 1 , . . . , xm. Assuming that the functions g and 
P are differentiate (j = 1 , . . . , n), let us find the partial derivative ^j°P (x) 
of the composition of the mappings / : X —> Y and g : Y —> R. 

According to formula (8.34), in which / = 1 under the present conditions, 
we find 

di(g o f)(x) = dj9(f(x)) • diP(x) , (8.35) 

or, in notation that shows more detail, 

dx<()~ dxi ( ' 
= dg dy1

 | | dg dyn 

dy1 dx1 dyn dxi 

= dl9{f(x)) • 8if\x) + ••• + dng{f(x)) • difn(x). 

c. The Derivative with Respect to a Vector and the Gradient of a 
Function at a Point Consider the stationary flow of a liquid or gas in some 
domain G of R3. The term "stationary" means that the velocity of the flow 
at each point of G does not vary with time, although of course it may vary 
from one point of G to another. Suppose, for example, f(x) = / (x 1 , x2, x3) is 
the pressure in the flow at the point x = (xx ,x2 ,x3) G G. If we move about 
in the flow according to the law x = x(t), where t is time, we shall record 
a pressure ( / o x)(t) = f[x(t)) at time t. The rate of variation of pressure 
over time along our trajectory is obviously the derivative ^° (0 °f ^n e 
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function (f ox)(t) with respect to time. Let us find this derivative, assuming 
that / (x 1 , x2, x3) is a differentiate function in the domain G. By the rule for 
differentiating composite functions, we find 

^ r 1 ^ = wi*®)*1® + |?(*w)*w + ^M*))^) > (8-36) 
where £*(*) = ^(t) (i = 1,2,3). 

Since the vector (xx ,x2 ,x3) = v(t) is the velocity of our displacement at 
time t and (dif,d2f,dsf)(x) is the coordinate notation for the differential 
d/(x) of the function / at the point x, Eq. (8.36) can also be rewritten as 

^i^l(t) = df(x(t))v(t), (8.37) 

that is, the required quantity is the value of the differential d/(x(£)) of the 
function / (x) at the point x(t) evaluated at the velocity vector v(t) of the 
motion. 

In particular, if we were at the point xo = x(0) at time t = 0, then 

^l^l(0) = df(xo)v, (8.38) 

where v = v(0) is the velocity vector at time t = 0. 
The right-hand side of (8.38) depends only on the point Xo G G and the 

velocity vector v that we have at that point; it is independent of the specific 
form of the trajectory x = x(£), provided the condition x(0) = v holds. That 
means that the value of the left-hand side of Eq. (8.38) is the same on any 
trajectory of the form 

x(t) = xo + vt + a(t) , (8.39) 

where a(t) = o(t) as t —> 0, since this value is completely determined by 
giving the point xo and the vector v G TR3

o attached at that point. In 
particular, if we wished to compute the value of the left-hand side of Eq. 
(8.38) directly (and hence also the right-hand side), we could choose the law 
of motion to be 

x(t) = xo + vt, (8.40) 

corresponding to a uniform motion at velocity v under which we are at the 
point x(0) = xo at time t = 0. 

We now give the following 

Definition 1. If the function / (x) is defined in a neighborhood of the point 
xo £ Mm and the vector v G TR™ is attached at the point xo, then the 
quantity 

n *(„ \ . H™ /foo + vt) - / (so) Dvf(x0) := lim (8.41) 

(if the indicated limit exists) is called the derivative of f at the point Xo with 
respect to the vector v or the derivative along the vector v at the point XQ. 
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It follows from these considerations that if the function / is differentiable 
at the point #o, then the following equality holds for any function x(t) of the 
form (8.39), and in particular, for any function of the form (8.40): 

Dvf(x0) = ^ ^ ( 0 ) = df{xo)v ' ( 8'42) 

In coordinate notation, this equality says 

Dvf(x0) = ^ o ) v l + ••• + ^~i^)vm . (8.43) 

In particular, for the basis vectors e\ = (1 ,0 , . . . , 0 ) , . . . , em = (0 , . . . , 0,1) 
this formula implies 

Deif(xo) = -g^(xo) (i = l , . . . , r a ) . 

By virtue of the linearity of the differential d/(#o), we deduce from Eq. 
(8.42) that if / is differentiable at the point #o, then for any vectors i>i, i>2 G 
TR™ and any Ai, A2 G R the function has a derivative at the point XQ with 
respect to the vector (Ait>i + A2t>2) G ̂ R ^ , and that 

DxlVl+\2v2f(x0) = X1DVlf(x0) + X2DV2f(x0) . (8.44) 

If Rm is regarded as a Euclidean space, that is, as a vector space with an 
inner product, then (see Sect. 8.1) it is possible to write any linear functional 
L(v) as the inner product (£, v) of a fixed vector £ = £(L) and the variable 
vector v. 

In particular, there exists a vector £ such that 

df(x0)v = (Z,v). (8.45) 

Definition 2. The vector £ G TR!^ corresponding to the differential d/(#o) 
of the function / at the point xo in the sense of Eq. (8.45) is called the 
gradient of the function at that point and is denoted grad/(#o). 

Thus, by definition 

df(x0)v = (grad/(x0), v) . (8.46) 

If a Cartesian coordinate system has been chosen in Rm , then, by com­
paring relations (8.42), (8.43), and (8.46), we conclude that the gradient has 
the following representation in such a coordinate system: 

grad/(*0) = ( | £ , . . . , ^ ) ( * o ) . (8-47) 

We shall now explain the geometric meaning of the vector grad /(xo). 
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Let e G TR™0 be a unit vector. Then by (8.46) 

Def(xo) = |grad f(x0) | cos (p , (8.48) 

where ip is the angle between the vectors e and grad /(#o)-
Thus if grad /(#o) ¥" 0 a n d e = ||grad /(xo)| |_ 1grad /(#o), the derivative 

Def(%o) assumes a maximum value. That is, the rate of increase of the func­
tion / (expressed in the units of / relative to a unit length in M.m) is maximal 
and equal to ||grad /(xo)|| f° r motion from the point x$ precisely when the 
displacement is in the direction of the vector grad /(#o). The value of the 
function decreases most sharply under displacement in the opposite direction, 
and the rate of variation of the function is zero in a direction perpendicular 
to the vector grad /(#o)-

The derivative with respect to a unit vector in a given direction is usually 
called the directional derivative in that direction. 

Since a unit vector in Euclidean space is determined by its direction 
cosines 

e = (cosa i , . . . , cosa m ) , 

where a^ is the angle between the vector e and the basis vector e* in a 
Cartesian coordinate system, it follows that 

Def(xo) = (grad/(x0) ,e) = — (x0)cosai + • • • + -^-^(x0)cosam . 

The vector grad /(#o) is encountered very frequently and has numerous 
applications. For example the so-called gradient methods for rinding extrema 
of functions of several variables numerically (using a computer) are based on 
the geometric property of the gradient just noted. (In this connection, see 
Problem 2 at the end of this section.) 

Many important vector fields, such as, for example, a Newtonian gravi­
tational field or the electric field due to charge, are the gradients of certain 
scalar-valued functions, known as the potentials of the fields (see Problem 3). 

Many physical laws use the vector grad / in their very statement. For 
example, in the mechanics of continuous media the equivalent of Newton's 
basic law of dynamics ma = F is the relation 

pa = —grad p, 

which connects the accleration a = a(x, t) in the flow of an ideal liquid or 
gas free of external forces at the point x and time t with the density of the 
medium p = p(x, t) and the gradient of the pressure p = p(x, t) at the same 
point and time (see Problem 4). 

We shall discuss the vector grad / again later, when we study vector 
analysis and the elements of field theory. 
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8.3.3 Differentiation of an Inverse Mapping 

Theorem 4. Let f : U(x) -» V(y) be a mapping of a neighborhood U(x) C 
Rm of the point x onto a neighborhood V(y) C Rm of the point y = f(x). 
Assume that f is continuous at the point x and has an inverse mapping 
f~l • V(y) -» U(x) that is continuous at the point y. 

Given these assumptions, if the mapping f is differentiate at x and the 
tangent mapping f'(x) : TR™ -» TR™ to f at the point x has an inverse 

[fix)]'1 : TR™ -> TR™, then the mapping f x : V(y) -> U(x) is differen­
tiate at the point y = f(x), and the following equality holds: 

(r1)'(y)=[f'(x)}-1. 
Thus, mutually inverse differentiable mappings have mutually inverse tan­

gent mappings at corresponding points. 

Proof We use the following notation: 

f(x) = y, f(x + h)=y + t, t = f(x + h)-f(x), 

so that 

/ - 1 (y )=x , f-1(y + t) = x + h, h = f-1(y + t)-f-1(y). 

We shall assume that h is so small that x + h G U(x), and hence y + 1 G 
V{y). 

It follows from the continuity of / at x and / x at y that 

t = f(x + h)- f(x) -> 0 as h -> 0 (8.49) 

and 
h = r \ y + t ) - / - 1 ( | / ) - i O a s t - > 0 . (8.50) 

It follows from the differentiability of / at x that 

t = ff(x)h + o(h) as h -> 0 , (8.51) 

that is, we can even assert that t = 0(h) as h -> 0 (see relations (8.17) and 
(8.18) of Sect. 8.1). 

We shall show that if f'(x) is an invertible linear mapping, then we also 
have h = 0(t) as t -> 0. 

Indeed, we find successively by (8.51) that 

[f'(x)]~h = h+ [/ ,(x)]"1o(/i) as h -> 0 , (8.52) 

[f'(x)]~1t = h + o(h) as / i - > 0 , 

[/ '(^"^l^ll/ i l l- l loWII as /i-^O, 

Ik/^-^I^IIN for \\h\\<8, 
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where the number 5 > 0 is chosen so that ||o(ft)|| < |||ft|| when \\h\\ < 5. 
Then, taking account of (8.50), that is, the relation ft -» 0 as t -» 0, we find 

\\h\\ < 2 

which is equivalent to 

[f{x)Ylt 0(\\t\\) as t - > 0 , 

ft = 0(t) as * -> 0 . 

Prom this it follows in particular that 

o(ft) = o(t) as * -> 0 . 

Taking this relation into account, we find by (8.50) and (8.52) that 

ft= [/7(x)]_1t + o(0 as t - > 0 

or 

f~1(y + t)-r1(y)= [f'{x)Ylt + o{t) as *->o. D 
It is known from algebra that if the matrix A corresponds to the linear 

transformation L : Rm —> Mm, then the matrix A-1 inverse to A corresponds 
to the linear transformation L~l : Rm -» Rm inverse to L. The construction 
of the elements of the inverse matrix is also known from algebra. Conse­
quently, the theorem just proved provides a direct recipe for constructing the 
mapping (/_ 1) 'G/). 

We remark that when m = 1, that is, when Rm = R, the Jacobian of 
the mapping / : U(x) -> V(y) at the point x reduces to the single number 
/ ' (#) - the derivative of the function / at x - and the linear transformation 
/ ' (#) : TRX -> TRy reduces to multiplication by that number: ft H* f'(x)h. 
This linear transformation is invertible if and only if f'(x) ^ 0, and the 
matrix of the inverse mapping [/'(x)] : TRy -> TRX also consists of a 

single number, equal to [/'(x)] , that is, the reciprocal of / ' (# ) . Hence 
Theorem 4 also subsumes the rule for rinding the derivative of an inverse 
function proved earlier. 

8.3.4 Problems and Exercises 

1. a) We shall regard two paths t H-> x\{t) and t H-> X2(£) as equivalent at the point 
xo e Mm if xi(0) = x2(0) = xo and d(x1(t),x2(t)) = o(t) as t -> 0. 

Verify that this relation is an equivalence relation, that is, it is reflexive, sym­
metric, and transitive. 

b) Verify that there is a one-to-one correspondence between vectors v G TIRĴ  
and equivalence classes of smooth paths at the point XQ. 

c) By identifying the tangent space T1RJJ, with the set of equivalence classes 
of smooth paths at the point XQ G Mm, introduce the operations of addition and 
multiplication by a scalar for equivalence classes of paths. 

d) Determine whether the operations you have introduced depend on the coor­
dinate system used in ]Rm. 
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2. a) Draw the graph of the function z = x2 + 4y2, where (x,y,z) are Cartesian 
coordinates in R3. 

b) Let / : C -> R be a numerically valued function defined on a domain G C Rm. 
A level set (c-level) of the function is a set E C G on which the function assumes 
only one value (f(E) = c). More precisely, E = / _ 1 ( c ) . Draw the level sets in R2 

for the function given in part a). 

c) Find the gradient of the function f(x,y) = x2 + 4y2, and verify that at any 
point (x, y) the vector grad / is orthogonal to the level curve of the function / 
passing through the point. 

d) Using the results of a), 6), and c), lay out what appears to be the shortest 
path on the surface z = x2 + Ay2 descending from the point (2,1,8) to the lowest 
point on the surface (0,0,0). 

e) What algorithm, suitable for implementation on a computer, would you pro­
pose for finding the minimum of the function f(x,y)=x2 + 4y2? 

3. We say that a vector field is defined in a domain G of Mm if a vector v(x) G TM™ 
is assigned to each point x G G . A vector field v(x) in G is called a potential field if 
there is a numerical-valued function U : G -> R such that v(x) = grad U(x). The 
function U(x) is called the potential of the field v(x). (In physics it is the function 
—U(x) that is usually called the potential, and the function U(x) is called the force 
function when a field of force is being discussed.) 

a) On a plane with Cartesian coordinates (x,y) draw the field grad f(xyy) 
for each of the following functions: fi(x,y) = x2 + y2\ f2(x,y) = — (x2 + y2)\ 
fz{x,y) = arctan(x/y) in the domain y > 0; f^x^y) = xy. 

b) By Newton's law a particle of mass m at the point O G M 3 attracts a particle 
of mass 1 at the point x G R3 (x ^ 0) with force F = —m|r|~3r, where r is the 

vector Ox (we have omitted the dimensional constant Go). Show that the vector 
field F(x) in R3 \ 0 is a potential field. 

c) Verify that masses m* (i = l , . . . , n ) located at the points ( ^ , ^ , 0 ) (* = 
l , . . . , n ) respectively, create a Newtonian force field except at these points and 
that the potential is the function 

r/(x,»,z) = g - ^ = = = = = ^ = = = = = = = . 

d) Find the potential of the electrostatic field created by point charges qi 
(i = 1 , . . . , n) located at the points (&, 77;, d) (i = 1 , . . . , n) respectively. 

4. Consider the motion of an ideal incompressible liquid in a space free of external 
forces (in particular, free of gravitational forces). 

Let v = v(x,y,z,t), a = a(x,y,z,£), p = p(x,y,z,t), and p = p(x,y,zyt) be 
respectively the velocity, acceleration, density, and pressure of the fluid at the point 
(x, y, z) of the medium at time t. 

An ideal liquid is one in which the pressure is the same in all directions at each 
point. 

a) Distinguish a volume of the liquid in the form of a small parallelepiped, one 
of whose edges is parallel to the vector grad p(x, y, 2, t) (where grad p is taken with 
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respect to the spatial coordinates). Estimate the force acting on this volume due 
to the pressure drop, and give an approximate formula for the acceleration of the 
volume, assuming the fluid is incompressible. 

b) Determine whether the result you obtained in a) is consistent with Euler's 
equation 

pa = —grad p . 

c) A curve whose tangent at each point has the direction of the velocity vector 
at that point is called a streamline. The motion is called stationary if the functions 
v, a, p, and p are independent of t. Using 6), show that along a streamline in the 
stationary flow of an incompressible liquid the quantity ^| |v| |2 + p/p is constant 
(Bernoulli's law5) 

d) How do the formulas in a) and b) change if the motion takes place in the 
gravitational field near the surface of the earth? Show that in this case 

pa = -g rad (gz+p). 

so that now the quantity | | | v | | 2 + gz + p/p is constant along each streamline of 
the stationary motion of an incompressible liquid, where g is the gravitational 
acceleration and z is the height of the streamline measured from some zero level. 

e) Explain, on the basis of the preceding results, why a load-bearing wing has 
a characteristic convex-upward profile. 

f) An incompressible ideal liquid of density p was used to fill a cylindrical glass 
with a circular base of radius R to a depth h. The glass was then revolved about 
its axis with angular velocity u). Using the incompressibility of the liquid, find the 
equation z = / (x , y) of its surface in stationary mode (see also Problem 3 of Sect. 
5.1). 

g) Prom the equation z = f(xyy) found in part / ) for the surface, write a 
formula p = p(x, y, z) for the pressure at each point (x, yy z) of the volume filled by 
the rotating liquid. Check to see whether the equation pa = —grad (gz +p) of part 
d) holds for the formula that you found. 

h) Can you now explain why tea leaves sink (although not very rapidly!) and 
why they accumulate at the center of the bottom of the cup, rather than its side, 
when the tea is stirred? 

5. Estimating the errors in computing the values of a function. 

a) Using the definition of a differentiable function and the approximate equality 

Af(x; h) « df(x)h, show that the relative error 8 = S(f(x); h J in the value of the 

product f(x) = x1 • • • x m of m nonzero factors due to errors in determining the 
771 

factors themselves can be found in the form S « ^ Si, where Si is the relative error 

in the determination of the ith factor. 

5 Daniel Bernoulli (1700-1782) - Swiss scholar, one of the outstanding physicists 
and mathematicians of his time. 
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b) Using the equality d l n / ( x ) = jr^ d / (x) , obtain the result of part a) again 
and show that in general the relative error in a fraction 

Jl ' ' ' Jn / \ 
\X\, . . . , Xrn) 

9i-"9k 

can be found as the sum of the relative errors of the values of the functions 
/ l , - - . , / n , 0 1 , . . . , 0 f c . 
6. Homogeneous functions and Euler's identity. A function / : G -> R defined in 
some domain G C Rm is called homogeneous (resp. positive-homogeneous) of degree 
n if the equality 

/(Ax) = \nf{x) (resp. /(Ax) = |A|n / (x)) 

holds for any x G t m and A G R such that x G G and Ax G G. 
A function is locally homogeneous of degree n in the domain G if it is a homo­

geneous function of degree n in some neighborhood of each point of G. 

a) Prove that in a convex domain every locally homogeneous function is homo­
geneous. 

b) Let G be the plane R2 with the ray L = Ux,y) G M 2 | x = 2 A y > 0 J 

removed. Verify that the function 

jV/x, if 

I 2/3, at 

x > 2 A y > 0, 
f(x,y) = 

at other points of the domain, 

is locally homogeneous in (2, but is not a homogeneous function in that domain. 

c) Determine the degree of homogeneity or positive homogeneity of the following 
functions with their natural domains of definition: 

/ i ( x \ . . . , x m ) = i V + i V + - + i m _ 1 i m ; 

r / 1 2 3 4\ X1^2 + X3X4 

/ 2 ( x ,x ,x ,x ) X X X 2 X 3 + X 2 X 3 X 4 

Mx\...,xm) = \x1---xm\l. 

d) By differentiating the equality f(tx) = tnf(x) with respect to £, show that if 
a differentiate function / : G —• R is locally homogeneous of degree n in a domain 
G C Mm, it satisfies the following Euler identity for homogeneous functions: 

dx1^ ' * " ' ) + ••• + * -Q-^Kx , . . . , x ) = n / ( x , . . . , x ). 

e) Show that if Euler's identity holds for a differentiable function / : G —• R in 
a domain (2, then that function is locally homogeneous of degree n in G. 

H i n t : Verify that the function (p(t) = t~nf(tx) is defined for every x G G and 
is constant in some neighborhood of 1. 
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7. Homogeneous functions and the dimension method. 
1°. The dimension of a physical quantity and the properties of functional rela­

tions between physical quantitities. 
Physical laws establish interconnections between physical quantities, so that if 

certain units of measurement are adopted for some of these quantities, then the 
units of measurement of the quantities connected with them can be expressed in a 
certain way in terms of the units of measurement of the fixed quantities. That is 
how the basic and derived units of different systems of measurement arise. 

In the International System, the basic mechanical units of measurement are 
taken to be the unit of length (the meter, denoted m), mass (the kilogram, denoted 
kg), and time (the second, denoted s). 

The expression of a derived unit of measurement in terms of the basic me­
chanical units is called its dimension. This definition will be made more precise 
below. 

The dimension of any mechanical quantity is written symbolically as a formula 
expressing it in terms of the symbols L, M, and T proposed by Maxwell6 as the 
dimensions of the basic units mentioned above. For example, the dimensions of 
velocity, accleration, and force have respectively the forms 

[v] = LT'1 , [a] = LT~2 , [F] = MLT~2 . 

If physical laws are to be independent of the choice of units of measurement, one 
expression of that invariance should be certain properties of the functional relation 

XO = /(xi, . . . ,Xfc,Xfc+l,. . . ,Xn) (*) 

between the numerical characteristics of the physical quantities. 
Consider, for example, the relation c = / ( a , 6) = \Jo? + b2 between the lengths 

of the legs and the length of the hypotenuse of a right triangle. Any change of scale 
should affect all the lengths equally, so that for all admissible values of a and b the 
relation / ( a a , ab) = y?(a)/(a, b) should hold, and in the present case ip(a) = a. 

A basic (and, at first sight, obvious) presupposition of dimension theory is that 
a relation (*) claiming physical significance must be such that when the scales of 
the basic units of measurement are changed, the numerical values of all terms of 
the same type occurring in the formula must be multiplied by the same factor. 

In particular, if #i ,£2,£3 are basic independent physical quantities and the 
relation (xi,£2,#3) H-> f(xi,X2,X3) expresses the way a fourth physical quantity 
depends on them, then, by the principle just stated, for any admissible values of 
xi,X2,X3 the equality 

/ (a iXi ,a 2 x 2 , a3X 3 ) = <p((*i, 012,013) f(x2,X2,x3), (**) 

must hold with some particular function (p. 
The function (p in (**) characterizes completely the dependence of the numerical 

value of the physical quantity in question on a change in the scale of the basic fixed 
physical quantities. Thus, this function should be regarded as the dimension of that 
physical quantity relative to the fixed basic units of measurement. 

6 J. C. Maxwell (1831-1879) - outstanding British physicist. He created the math­
ematical theory of the electromagnetic field, and is also famous for his research 
in the kinetic theory of gases, optics, and mechanics. 
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We now make the form of the dimension function more precise. 

a) Let x H-> / (#) be a function of one variable satisfying the condition f(ax) = 
(p(a)f(x)y where / and (p are differentiate functions. 

Show that (p(a) = ad. 

b) Show that the dimension function (p in Eq. (**) always has the form af1 -af? • 
a3

3 , where the exponents ^1,^2,^3 are certain real numbers. Thus if, for example, 
the basic units of L, M, and T are fixed, then the set (^1,^2,^3) of exponents 
expressed in the power representation L d l M d 2 T d 3 can also be regarded as the 
dimension of the given physical quantity. 

c) In part b) it was found that the dimension function is always a power function, 
that is, it is a homogeneous function of a certain degree with respect to each of the 
basic units of measurement. What does it mean if the degree of homogeneity of the 
dimension function of a certain physical quantity relative to one of the basic units 
of measurement is zero? 

2° The Il-theorem and the dimension method. 
Let [xi] = Xi (i = 0 ,1 , . . . ,n) be the dimensions of the physical quantities 

occurring in the law (*). 
Assume that the dimensions of xo,Xfc+i,... , x n can be expressed in terms of 

the dimensions of x i , . . . , Xfc, that is, 

[x0)=X0 =X*°...X*° , 

[xk+i]=Xk+i = Xf* 1 . . . *^ , (i = l,...,n-k). 

d) Show that the following relation must then hold, along with (*): 

„Po „Po „ ft ^ r*. ^ «. ^pi ^pi«. ^p™-fc ^p™-fc,v \ 
al ak X° = J I a l X l > ' ' • ,<*fc#fc,<*i * * 'CXfcXfc+i, . . . , « ! '"OLk XnJ. 

(* * *) 

e) If x i , . . . ,Xfc are independent, we set a 1 = xjf1,... , a*; = x^1 in (***). Verify 
that when this is done, (* * *) yields the equality 

,pb...„Po ' \ ' ' p i . . . X P V " ' ' p i - * p£-fc 
u l ^k *i xk 

which is a relation 

77 = / ( l , . . . , l , 7 7 i , . . . , 7 7 n _ f c ) (****) 

involving the dimensionless quantities 77,77i, . . . , iln-fc-
Thus we obtain the following 

17-theorem of dimension theory. If the quantities x i , . . . , Xk in relation (*) are 
independent, this relation can be reduced to the function (****) ofn — k dimension-
less parameters. 

f) Verify that if k — n, the function / in relation (*) can be determined up to a 
numerical multiple by using the 77-theorem. Use this method to find the expression 
c((po)y/l/g for the period of oscillation of a pendulum (that is, a mass m suspended 
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by a thread of length I and oscillating near the surface of the earth, where ipo is the 
initial displacement angle). 

g) Find a formula P = Cyjmr/F for the period of revolution of a body of mass 
m held in a circular orbit by a central force of magnitude F. 

h) Use Kepler's law (P1/P2)2 = (ri/r2)3, which establishes for circular orbits a 
connection between the ratio of the periods of revolution of planets (or satellites) 
and the ratio of the radii of their orbits, to find, as Newton did, the exponent a in 
the law of universal gravitation F = Gm*™? • 

8.4 The Basic Facts of Differential Calculus 
of Real-valued Functions of Several Variables 

8.4.1 The Mean-value Theorem 

Theorem 1. Let f : G -» R be a real-valued function defined in a region 
G C M.m, and let the closed line segment [x,x + ft] with endpoints x and 
x + h be contained in G. If the function f is continuous at the points of the 
closed line segment [x, x + h] and differentiate at points of the open interval 
]x, x+h[, then there exists a point £ E]X, x+h[ such that the following equality 
holds: 

f(x + h)-f(x) = f(Z)h.\ (8.53) 

Proof Consider the auxiliary function 

F(t) = f(x + th) 

defined on the closed interval 0 < t < 1. This function satisfies all the hy­
potheses of Lagrange's theorem: it is continuous on [0,1], being the compo­
sition of continuous mappings, and differentiable on the open interval ]0,1[, 
being the composition of differentiable mappings. Consequently, there exists 
a point 9 G]0,1[ such that 

JF(I ) - JF(O) = F'(6) • 1 . 

But F( l ) = f(x + ft), F(0) = / (x) , F'(0) = f'(x + 0ft)ft, and hence the 
equality just written is the same as the assertion of the theorem. D 

We now give the coordinate form of relation (8.53). 
If x = (x\ . . . , x m ) , ft = (ft1 , . . . , ftm), and £ = (x1 + 0ft1 , . . . , xm + 0ftm), 

Eq. (8.53) means that 
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f(x + h)-f(x) = f(x1+h1,...,xm + hm)-f(x\...,xm) = 

= ™»-(JP«> &<a)(£)-
= d1f(0h1 + --- + dmf(0hm 

m 

= ^dif{xl + eh\...,xm + ehm)hi. 
i=l 

Using the convention of summation on an index that appears as both 
superscript and subscript, we can finally write 

/ ( x 1 + / i 1 , . . . , x m + /im) - / ( x 1 , . . . , x m ) = 

= difix1 + 6hl,..., xm + Ohm)ti , (8.54) 

where 0 < 0 < 1 and 0 depends on both x and ft. 

Remark. Theorem 1 is called the mean-value theorem because there exists 
a certain "average" point £ G]X,X + h[ at which Eq. (8.53) holds. We have 
already noted in our discussion of Lagrange's theorem (Subsect. 5.3.1) that 
the mean-value theorem is specific to real-valued functions. A general finite-
increment theorem for mappings will be proved in Chap. 10 (Part 2). 

The following proposition is a useful corollary of Theorem 1. 

Corollary. If the function f : G -» R is differentiable in the domain G C M.m 

and its differential equals zero at every point x G G, then f is constant in the 
domain G. 

Proof The vanishing of a linear transformation is equivalent to the vanishing 
of all the elements of the matrix corresponding to it. In the present case 

df(x)h = (dif,..., dmf)(x)h , 

and therefore d\f{x) = • • • = dmf(x) = 0 at every point x G G. 
By definition, a domain is an open connected set. We shall make use of 

this fact. 
We first show that if x G G, then the function / is constant in a ball 

B(x;r) C G. Indeed, if (x + h) G B(x;r), then [x,x + h] C B{x\r) C G. 
Applying relation (8.53) or (8.54), we obtain 

/ ( x + / i ) - / ( x ) = /'(£)/i = 0. / i = 0 , 

that is, f(x + h) = f(x), and the values of / in the ball B{x\ r) are all equal 
to the value at the center of the ball. 

Now let #o,£i € G be arbitrary points of the domain G. By the con­
nectedness of G, there exists a path t *-+ x(t) G G such that x(0) = x$ and 
x(l) = x\. We assume that the continuous mapping t *-> x(t) is defined on 
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the closed interval 0 < t < 1. Let B(xo;r) be a ball with center at xo con­
tained in G. Since x(0) = Xo and the mapping t H* x(t) is continuous, there 
is a positive number 5 such that x(t) G B(xo; r) C G for 0 < t < 5. Then, by 
what has been proved, ( / o x){t) = f(xo) on the interval [0,5]. 

Let I = sup 5, where the upper bound is taken over all numbers 5 G [0,1] 
such that ( / o x)(t) = /(#o) on the interval [0,5]. By the continuity of the 
function f(x(t)) we have f(x(l)) = f(xo). But then I = 1. Indeed, if that were 
not so, we could take a ball B(x{l)\ r) C G, in which f(x) = /(x(Z)) = /(xo), 
and then by the continuity of the mapping t *-± x(t) find A > 0 such that 
x{t) G B(x(l); r) for I < t < I + A But then ( / ox)(t) = f(x(l)) = f(x0) for 
0 < t < I + zi, and so / ^ sup 5. 

Thus we have shown that (fox)(t) = /(#o) for any t G [0,1]. In particular 
(/ox)(l) = f(xi) = /(xo), and we have verified that the values of the function 
/ : G -> R are the same at any two points xo, xi G G. • 

8.4.2 A Sufficient Condition for Differentiability 
of a Function of Several Variables 

Theorem 2. Let f : U(x) -> 1R be a function defined in a neighborhood 
U(x) C Rm of the point x = ( x 1 , . . . , xm). 

If the function f has all partial derivatives ^grr, • • •, ^ r at each point of 
the neighborhood U(x) and they are continuous at x, then f is differentiable 
at x. 

Proof Without loss of generality we shall assume that U(x) is a 
ball B{x\r). Then, together with the points x = (x 1 , . . . ,a;m) and 
x + h = (x1 + / i \ . . . , x m + hm), the points (xx ,x2 + / i 2 , . . . , x m + 
/ i m ) , . . . , (x1, x 2 , . . . , x m _ 1 , xm + hm) and the lines connecting them must 
also belong to the domain U(x). We shall use this fact, applying the La­
grange theorem for functions of one variable in the following computation: 

f{x + h) - f{x) = fix1 + h\...,xm + hm)- fix1, ...,xm) = 

= fix1 +h1,...,xm + hm)- fix\x2 +h2,...,xm + hm) + 

+ fix1, x2 + h2,..., xm + hm) - fix1, x2, x3 + h3,..., xm + hm) + • • • + 

+ fix\x2,.. .,xm~\xm + hm) - fix1,. ..,xm) = 

= dxfix1 + e1^^2 + h2,...,xm + hm)h} + 
+ d2fix

1,x2 + 62h2,x3 + h3,...,xm + hm)h2 + ••• + 

+ dmfixx,x2,..., xm-x,xm + emhm)hm. 

So far we have used only the fact that the function / has partial derivatives 
with respect to each of its variables in the domain {/(a;). 

We now use the fact that these partial derivatives are continuous at x. 
Continuing the preceding computation, we obtain 
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f(x + h) - f(x) = dif(x\ . . . , xm)h} + axh} + 

+ d 2 / ( x \ . . . , x m ) / * 2 + c*2/>2 + --- + 

+dmf(x\...,xm)hrn + amhrn , 

where the quantities a\,..., am tend to zero as h —» 0 by virtue of the 
continuity of the partial derivatives at the point x. 

But this means that 

f(x + h) - f(x) = L(x)h + o(h) as h -> 0 , 

where L(x)h = ^ / ( x 1 , . . . ,xm) / i1 + • • • + <9m/(x\ . . . ,xm)hm . D 

It follows from Theorem 2 that if the partial derivatives of a function 
/ : G -> R are continuous in the domain G C Rm , then the function is 
differentiable at that point of the domain. 

Let us agree from now on to use the symbol C^^(G;R), or, more simply, 
C^(G) to denote the set of functions having continuous partial derivatives 
in the domain G. 

8.4.3 Higher-order Partial Derivatives 

If a function / : G -> R defined in a domain G C Rm has a partial derivative 
faz{x) with respect to one of the variables x 1 , . . . , x m , this partial derivative 
is a function dif : G -> R, which in turn may have a partial derivative 
dj(pif){x) with respect to a variable xK 

The function dj(dif) : G -> R is called the second partial derivative of f 
with respect to the variables x% and x-7 and is denoted by one of the following 
symbols: 

d2f 
dxidx1 

The order of the indices indicates the order in which the differentiation is 
carried out with respect to the corresponding variables. 

We have now defined partial derivatives of second order. 
If a partial derivative of order k 

*>••*•*& = dJ
kf.dxik (*> 

has been defined, we define by induction the partial derivative of order k + 1 
by the relation 

dih-ikfix) := #i(0ii...ifc/)(aO • 

At this point a question arises that is specific for functions of several vari­
ables: Does the order of differentiation affect the partial derivative computed? 

djif{x), ^ - ^ - ( x ) . 
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Theorem 3. / / the function f : G -» R has partial derivatives 

d2f d2f 

dxldxo v ' dxidx1 

in a domain G, then at every point x G G at which both partial derivatives 
are continuous, their values are the same. 

Proof. Let x G G be a point at which both functions dijf : G -» R and 
djif : G -> R are continuous. Prom this point on all of our arguments are 
carred out in the context of a ball B(x;r) C G, r > 0, which is a convex 
neighborhood of the point x. We wish to verify that 

* (x1 x™) = * (x1 xm) 

Since only the variables x% and x-7 will be changing in the computations 
to follow, we shall assume for the sake of brevity that / is a function of two 
variables / ( x ^ x 2 ) , and we need to verify that 

Ox^dx2[ ' } dx23x^ ' j ' 

if the two functions are both continuous at the point (x1, x2). 
Consider the auxiliary function 

F(h\h2) = f(x1+h\x2 + h2)-f(x1+h\x2)-f(x\x2 + h2) + f(x\x2), 

where the displacement h = (hl,h2) is assumed to be sufficiently small, 
namely so small that x + h G B(x; r). 

If we regard F(hl,h2) as the difference 

F(h\h2) = <p(l)-<p(0), 

where ip(t) = f(x1 + thl,x2 + h2) — f(x1 + thl,x2), we find by Lagrange's 
theorem that 

F(h\h2) = y/(0!) = ( ^ / ( x 1 + 0 i h \ x 2 + /i2) - ^ / ( x 1 + O^.x2))^ . 

Again applying Lagrange's theorem to this last difference, we find that 

F(h\h2) = d2lf{xl+6lh\x2 + 62h
2)h2hl . (8.55) 

If we now represent F(hl,h2) as the difference 

F{h\h2) = (p{i)-m, 

where (p{t) = / ( x 1 + h1, x2 + th2) - f{x1,x2 + th2), we find similarly that 

F(h1,h2) = d12f(x
1+e1h

1,x2 + e2h
2)h1h2 . (8.56) 
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Comparing (8.55) and (8.56), we conclude that 

o2if(x
l +e1h\x2 + e2h

2) = dl2f{xl + e1h\x2 + e2h
2), (8.57) 

where ^1,^2,^1,^2 £]0,1[. Using the continuity of the partial derivatives at 
the point (x1, x2), as ft —» 0, we get the equality we need as a consequence of 
(8.57). 

d21f(x\x2) = d12f(x\x2). D 

We remark that without additional assumptions we cannot say in general 
that dijf(x) = djif(x) if both of the partial derivatives are defined at the 
point x (see Problem 2 at the end of this section). 

Let us agree to denote the set of functions / : G —» R all of whose partial 
derivatives up to order k inclusive are defined and continuous in the domain 
G C Rm by the symbol G ^ ( G ; R ) or C^k\G). 

As a corollary of Theorem 3, we obtain the following. 

Proposition 1. / / / G C ^ ( G ; R ) , the value di1...ikf(x) of the partial deriva­
tive is independent of the order i i , . . . , ik of differentiation, that is, remains 
the same for any permutation of the indices i\,..., ik-

Proof In the case k = 2 this proposition is contained in Theorem 3. 
Let us assume that the proposition holds up to order n inclusive. We shall 

show that then it also holds for order n + 1. 
But dili2...in+1f(x) = dil(di2...in+1f)(x). By the induction assumption 

the indices z'2,...,in+i can be permuted without changing the function 
di2...in+1f(x), and hence without changing di1...in+1f(x). For that reason it 
suffices to verify that one can also permute, for example, the indices i\ and 
i2 without changing the value of the derivative di1i2...in+1f(x). 

Since 

the possibility of this permutation follows immediately from Theorem 3. By 
the induction principle Proposition 1 is proved. D 

Example 1. Let f(x) = f{x1,x2) be a function of class C ^ ( G ; R ) . 
Let h = (ft1, h2) be such that the closed interval [x, x + ft] is contained in 

the domain G. We shall show that the function 

<p(t) = f& + th) , 

which is defined on the closed interval [0,1], belongs to class G^fc^[0,1] and 
find its derivative of order k with respect to t. 

We have 

<p'(t) = di/Oz1 + th\x2 + *ft2)ftx + d2f(x
1 + th\x2 + *ft2)ft2 , 

(p"(t) = dnf(x + th)hlhl + d2lf{x + *ft)ft2ftx + 

+ d12f(x + *ft)ftxft2 + d22f(x + *ft)ft2ft2 = 

= diif(x + fftXft1)2 + 2d12f(x + *ft)ftxft2 + d22f(x + *ft)(ft2)2 . 
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These relations can be written as the action of the operator (hld\ + h2d2): 

tp'(t) = {tfdi + h2d2)f(x + th) = h%f(x + th) , 

y/'(*) = (rfdi + h2d2)
2f(x + th) = h^h^di.iJix + th) . 

By induction we obtain 

<pW(t) = (h1d1 + h2d2)
kf(x + th) = ft*1 • • • hikdix...ikf{x + *ft) 

(summation over all sets z'i , . . . , %k of k indices, each assuming the values 1 
and 2, is meant). 

Example 2. If f(x) = f(x\...,xm) and / G C ^ ( G ; R ) , then, under the 
assumption that [x,x + ft] C G, for the function ip(t) = f(x + th) defined on 
the closed interval [0,1] we obtain 

<pW(t) = ft*1 • • • hikdi,...ikf(x + th) , (8.58) 

where summation over all sets of indices z'i , . . . , z^, each assuming all values 
from 1 to m inclusive, is meant on the right. 

We can also write formula (8.58) as 

<pW(t) = (h1d1 + • • • + hmdm)kf(x + th) . (8.59) 

8.4.4 Taylor's Formula 

Theorem 4. If the function f : U(x) -> R is defined and belongs to class 
C(n)(C/(x);R) in a neighborhood U(x) c Rm of the point x G Rm , and Jfte 
closed interval [x,x + ft] is completely contained in U{x), then the following 
equality holds: 

I fix1 + ft1,..., xm + ftm) - / ( x 1 , . . . , xm) = 
n—1 -j 

= E fei(^ + * • • + ^d^fix) + rn_!(x;ft) , 
fc=i * 

where 
l 

rn_x(x; ft) = f ( * ~ _ ^ (ft1^ + • • • + hmdm)nf(x + *ft) d* . 

Equality (8.60), together with (8.61), is called Taylor's formula with in­
tegral form of the remainder. 

Proof. Taylor's formula follows immediately from the corresponding Taylor 
formula for a function of one variable. In fact, consider the auxiliary function 

<p(t) = f(x + th), 
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which, by the hypotheses of Theorem 4, is defined on the closed interval 
0 < t < 1 and (as we have verified above) belongs to the class C(n)[0,1]. 

Then for r G [0,1], by Taylor's formula for functions of one variable, we 
can write that 

V(r) = y>(0) + ^ ' ( 0 ) r + • • • + ^ — L - ^ - D ^ T " - 1 + 

1 

0 

Setting r = 1 here, we obtain 

?(1) = <p(0) + i v ' ( 0 ) + •••• + ^ i 5 T V ( n _ 1 ) ( 0 ) + 

1 
\ n - l + / V ^ ( n ) ( i ) d < - (8-62) 

0 

Substituting the values 

VW(0) = (hld1 + • • • + fTdrtffix) (k = 0 , . . . ,n - 1) , 

y><n>(*) = {hldl + • • • + hmdm)nf(x + tfi) , 

into this equality in accordance with formula (8.59), we find what Theorem 
4 asserts. • 

Remark. If we write the remainder term in relation (8.62) in the Lagrange 
form rather than the integral form, then the equality 

?(1) = ?(0) + i y / ( 0 ) + • • • + ^ - l ^ C - ^ O ) + ±<p<nH0) , 

where 0 < 9 < 1, implies Taylor's formula (8.60) with remainder term 

rn_i(x; h) = \{hldl + • • • + hmdrn)
nf(x + 0/i) . (8.63) 

This form of the remainder term, as in the case of functions of one variable, 
is called the Lagrange form of the remainder term in Taylor's formula. 

Since / e C^(U(x)',R), it follows from (8.63) that 

rn_x(x; h) = ^(h1d1 + • • • + hmdm)nf(x) + o(\\h\\n) as h -> 0 , 

and so we have the equality 
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fix1 + h\...,xm + hm)-f(x\...,xm) = 

= E ^ ( f t l 5 i + • • • + hmdm)kf(x) + o(\\h\\n) as h -> 0 , (8.64) 
k=l 

called Taylor's formula with the remainder term in Peano form. 

8.4.5 Extrema of Functions of Several Variables 

One of the most important applications of differential calculus is its use in 
finding extrema of functions. 

Definition 1. A function / : E -> R defined on a set E C Rm has a local 
maximum (resp. local minimum) at an interior point Xo of E if there exists 
a neighborhood U(xo) C E of the point xo such that f(x) < /(xo) (resp. 
f(x) > f(x0)) for all x G C/(x0). 

If the strict inequality f(x) < /(#o) holds for x G U(xo) \ xo (or, respec­
tively, f(x) > /(xo)), the function has a strict local maximum (resp. strict 
local minimum) at xo. 

Definition 2. The local minima and maxima of a function are called its local 
extrema. 

Theorem 5. Suppose a function f : U(xo) —» R defined in a neighborhood 
U(xo) C Rm of the point xo = ( x j , . . . , x™) has partial derivatives with respect 
to each of the variables x 1 , . . . , xm at the point x$. 

Then a necessary condition for the function to have a local extremum at 
xo is that the following equalities hold at that point: 

J^(*o) = 0 , . . . , ^ (zo) = 0. (8.65) 

Proof. Consider the function (fix1) = / (X X ,XQ, . . . ^XQ1) of one variable de­
fined, according to the hypotheses of the theorem, in some neighborhood of 
the point x\ on the real line. At XQ the function (fix1) has a local extremum, 
and since 

^ (xo) — Twf ( x° ' x ° ' * • •' x°'' 

it follows that Jjr(xo) = 0-
The other equalities in (8.65) are proved similarly. D 

We call attention to the fact that relations (8.65) give only necessary but 
not sufficient conditions for an extremum of a function of several variables. 
An example that confirms this is any example constructed for this purpose 
for functions of one variable. Thus, where previously we spoke of the function 
x H* x3, whose derivative is zero at zero, but has no extremum there, we can 
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now consider the function 

f(x\...,xm) = (x1)3, 

all of whose partial derivatives are zero at x$ = ( 0 , . . . , 0), while the function 
obviously has no extremum at that point. 

Theorem 5 shows that if the function / : G —» R is defined on an open 
set G C Rm , its local extrema are found either among the points at which / 
is not differentiate or at the points where the differential d/(#o) or, what is 
the same, the tangent mapping f'(xo), vanishes. 

We know that if a mapping / : U(XQ) -» Rn defined in a neighborhood 
U(xo) C Rm of the point Xo G Rm is differentiate at #o, then the matrix of 
the tangent mapping f'(xo) : Rm -» Rn has the form 

/ f t / 1 (*o) ••• dmf1(xo)\ 

\difn(x0) '- dmPixo)/ 

(8.66) 

Definition 3. The point Xo is a critical point of the mapping f : U(XQ) —» Rn 

if the rank of the Jacobi matrix (8.66) of the mapping at that point is less 
than min{m,n}, that is, smaller than the maximum possible value it can 
have. 

In particular, if n = 1, the point Xo is critical if condition (8.65) holds, 
that is, all the partial derivatives of the function / : U(XQ) -» R vanish. 

The critical points of real-valued functions are also called the stationary 
points of these functions. 

After the critical points of a function have been found by solving the 
system (8.65), the subsequent analysis to determine whether they are extrema 
or not can often be carried out using Taylor's formula and the following 
sufficient conditions for the presence or absence of an extremum provided by 
that formula. 

Theorem 6. Let f : U(XQ) -» R be a function of class C^(U(xo);R) de­
fined in a neighborhood U(xo) C Rm of the point xo = ( x j , . . . ,x™) G Rm , 
and let xo be a critical point of the function f. 

If in the Taylor expansion of the function at the point XQ 

f(xl + h\...,xV + hm) 

/(4,---.*om) + ^ E 
d2f 

2! .4^, dx^xi 
Or0)/iW+o(||/i||2X8.67) 

the quadratic form 

d2f 
dxldxJ 1(x0)h

th>=diJf(xo)hth? (8.68) 
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a) is positive-definite or negative-definite, then the point xo has a local 
extremum at xo, which is a strict local minimum if the quadratic form (8.68) 
is positive-definite and a strict local maximum if it is negative-definite; 

b) assumes both positive and negative values, then the function does not 
have an extremum at xo. 

Proof Let h =̂  0 and xo + h G U(xo). Let us represent (8.67) in the form 

f(x0 + h)-f(x0) = ±i\\h\\2 

where o(l) is infinitesimal as h —» 0. 
It is clear from (8.69) that the sign of the difference f(xo + h) — /(#o) 

is completely determined by the sign of the quantity in brackets. We now 
undertake to study this quantity. 

The vector e = {hl/\\h\\,... .h7"1/\\h\\) obviously has norm 1. The 
quadratic form (8.68) is continuous as a function h G Rm , and therefore 
its restriction to the unit sphere 5(0; 1) = {x G R m | ||x|| = 1} is also contin­
uous on 5(0; 1). But the sphere 5 is a closed bounded subset in Rm , that is, 
it is compact. Consequently, the form (8.68) has both a minimum point and 
a maximum point on 5, at which it assumes respectively the values m and 
M. 

If the form (8.68) is positive-definite, then 0 < m < M, and there is 
a number 6 > 0 such that |o(l)| < m for \\h\\ < 6. Then for \\h\\ < 6 
the bracket on the right-hand side of (8.69) is positive, and consequently 
f(xo + h) — f(xo) > 0 for 0 < \\h\\ < 6. Thus, in this case the point xo is a 
strict local minimum of the function. 

One can verify similarly that when the form (8.68) is negative-definite, 
the function has a strict local maximum at the point x$. 

Thus a) is now proved. 
We now prove b). 
Let em and eM be points of the unit sphere at which the form (8.68) 

assumes the values m and M respectively, and let m < 0 < M. 
Setting h = £em, where t is a sufficiently small positive number (so small 

that xo + tem G U(xo)), we find by (8.69) that 

f(x0 + tem) - f(x0) = yt2(m + oi1)) > 

where o(l) —> 0 as t —> 0. Starting at some time (that is, for all sufficiently 
small values of £), the quantity m+o( l ) on the right-hand side of this equality 
will have the sign of m, that is, it will be negative. Consequently, the left-hand 
side will also be negative. 

E 
I *»i=i 

«*/,(„, » 1 W + 0 ( 1 ) 
dx^xi 

, (8.69) 
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Similarly, setting h = teM, we obtain 

f(x0 + teM) - f(x0) = ^t2(M + o(l)) , 

and consequently for all sufficiently small t the difference f(xo + ^ M ) — /(#o) 
is positive. 

Thus, if the quadratic form (8.68) assumes both positive and negative 
values on the unit sphere, or, what is obviously equivalent, in Rm , then in 
any neighborhood of the point xo there are both points where the value of 
the function is larger than /(#o) and points where the value is smaller than 
/(#o). Hence, in that case Xo is not a local extremum of the function. D 

We now make a number of remarks in connection with this theorem. 

Remark 1. Theorem 6 says nothing about the case when the form (8.68) is 
semi-definite, that is, nonpositive or nonnegative. It turns out that in this 
case the point may be an extremum, or it may not. This can be seen, in 
particular from the following example. 

Example 3. Let us find the extrema of the function f(x,y) = x4 + y4 — 2x2, 
which is defined in R2. 

In accordance with the necessary conditions (8.65) we write the system 
of equations 

( df 
1 -Q^(x,v) = 4 x 3 - 4 x = 0 , 

from which we find three critical points: (—1,0), (0,0), (1,0). 
Since 

£^>=12*2-4' S ( x ' y ) = 0 ' 0 M = i 2 y 2 ' 
at the three critical points the quadratic form (8.68) has respectively the form 

8 ( ^ ) 2 , -A(h})2 , 8 ( ^ ) 2 . 

That is, in all cases it is positive semi-definite or negative semi-definite. The­
orem 6 is not applicable, but since / (# , y) = (x2 — l ) 2 + y4 — 1, it is obvious 
that the function f(x,y) has a strict minimum —1 (even a global minimum) 
at the points (—1,0), and (1,0), while there is no extremum at (0,0), since 
for x = 0 and y =̂  0, we have / (0 , y) = y4 > 0, and for y = 0 and sufficiently 
small x / O w e have / (# , 0) = x4 — 2x2 < 0. 
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Remark 2. After the quadratic form (8.68) has been obtained, the study of 
its definiteness can be carried out using the Sylvester7 criterion. We recall 

m 
that by the Sylvester criterion, a quadratic form Y^ CbijXlx^ with symmetric 

matrix 
/ a n • * • aim \ 

\ &ral ' ' ' &rara / 

is positive-definite if and only if all its principal minors are positive; the form 
is negative-definite if and only if a n < 0 and the sign of the principal minor 
reverses each time its order increases by one. 

Example 4- Let us find the extrema of the function 

ffay) = xyln(x2 + y2) , 

which is defined everywhere in the plane R2 except at the origin. 
Solving the system of equations 

. %(x,y) =xln(x2 + y2) + -^-2=0, 
y ay x2 + y2 

we find all the critical points of the function 

(0 , ± 1) ; (±1,0); (±^,±^); (±JB.*js)-
Since the function is odd with respect to each of its arguments individu­

ally, the points (0, zbl) and (±1,0) are obviously not extrema of the function. 
It is also clear that this function does not change its value when the signs 

of both variables x and y are changed. Thus by studying only one of the 
remaining critical points, for example, (~^=5~^=) w e will be able to draw 
conclusions on the nature of the others. 

Since 

d2f 6xy 4x3y 

: fay) = dx2 ' x2 + y2 (x2 + y2)2 

d2f-(x,y) = \n(x2 + h2) + 2 4 * V 

dxdyv ' * ' v y (x2 + y2)2 ' 

d2f Qxy 4xys 

7 fay) dy2 ' x2 + y2 (x2 + y2)2 

7 J. J. Sylvester (1814-1897) - British mathematician. His best-known works were 
on algebra. 
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at the point (-75=, -75=) the quadratic form dijf(xo)hlhj has the matrix 

2 0 
0 2 

that is, it is positive-definite, and consequently at that point the function has 
a local minimum 

• /VN/2i'V2i>' 2 e ' 

By the observations made above on the properties of this function, one 
can conclude immediately that 

f(~— -—)=-~ 
V2e' V2e> 2e 

is also a local minimum and 

Vv/2e" V2V J \ V & ' v ^ 2e 

are local maxima of the function. This, however, could have been verified 
directly, by checking the definiteness of the corresponding quadratic form. 
For example, at the point ( 4=, -A=) the matrix of the quadratic form 
(8.68) has the form 

- 2 0 
0 - 2 

from which it is clear that it is negative-definite. 

Remark 3. It should be kept in mind that we have given necessary conditions 
(Theorem 5) and sufficient conditions (Theorem 6) for an extremum of a 
function only at an interior point of its domain of definition. Thus in seeking 
the absolute maximum or minimum of a function, it is necessary to examine 
the boundary points of the domain of definition along with the critical interior 
points, since the function may assume its maximal or minimal value at one 
of these boundary points. 

The general principles of studying noninterior extrema will be considered 
in more detail later (see the section devoted to extrema with constraint). It is 
useful to keep in mind that in searching for minima and maxima one may use 
certain simple considerations connected with the nature of the problem along 
with the formal techniques, and sometimes even instead of them. For example, 
if a differentiate function being studied in Rm must have a minimum because 
of the nature of the problem and turns out to be unbounded above, then 
if the function has only one critical point, one can assert without further 
investigation that that point is the minimum. 
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Example 5. Huygens' problem. On the basis of the laws of conservation of 
energy and momentum of a closed mechanical system one can show by a 
simple computation that when two perfectly elastic balls having mass mi 
and rri2 and initial velocities v\ and V2 collide, their velocities after a central 
collision (when the velocities are directed along the line joining the centers) 
are determined by the relations 

( m i - 7712)^1 + 2m2t>2 
vi = — 

V2 

mi + m 2 

(m2 - mi)^2 + 2mi^i 
mi + m2 

In particular, if a ball of mass M moving with velocity V strikes a mo­
tionless ball of mass m, then the velocity v acquired by the latter can be 
found from the formula 

v = -^—V , (8.70) 
m + M v J 

from which one can see that if 0 < m < M, then V < v < 2V. 
How can a significant part of the kinetic energy of a larger mass be com­

municated to a body of small mass? To do this, for example, one can insert 
balls with intermediate masses between the balls of small and large mass: 
m < m\ < rri2 < " - < mn < M. Let us compute (after Huygens) how the 
masses mi, m2, . . . , mn should be chosen to that the body m will acquire 
maximum velocity after successive central collisions. 

In accordance with formula (8.70) we obtain the following expression for 
the required velocity as a function of the variables mi, m2, . . . , mn : 

t , = - ^ l ^ - — 1 2 2 ^j-2n+1V. (8.71) 

m + mi mi + m2 mn-\ + mn mn + M 

Thus Huygens' problem reduces to finding the maximum of the function 

mi mn M / ( m i , . . . , m n ) = 
m + mi m n _ i + m n mn + M 

The system of equations (8.65), which gives the necessary conditions for 
an interior extremum, reduces to the following system in the present case: 

m 
m i 

mn-X 

m2 

m3 

•Af 

-mf = 0, 
- m\ = 0 , 

- m2
n = 0 , 

from which it follows that the numbers m, m i , . . . , m n , M form a geometric 
progression with ratio q equal to n+^/M/m. 
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The value of the velocity (8.71) that results from this choice of masses is 
given by 

which agrees with (8.70) if n = 0. 
It is clear from physical considerations that formula (8.72) gives the max­

imal value of the function (8.71). However, this can also be verified formally 
(without invoking the cumbersome second derivatives. See Problem 9 at the 
end of this section). 

We remark that it is clear from (8.72) that if m -» 0, then v -» 2n+1V. 
Thus the intermediate masses do indeed significantly increase the portion of 
the kinetic energy of the mass M that is transmitted to the small mass m. 

8.4.6 Some Geometric Images Connected 
with Functions of Several Variables 

a. The Graph of a Function and Curvilinear Coordinates Let x, 
2/, and z be Cartesian coordinates of a point in R3 and let z = / (# , y) be a 
continuous function defined in some domain G of the plane R2 of the variables 
x and y. 

By the general definition of the graph of a function, the graph of the 
function / : G —» R in our case is the set S = {(#, y, z) G R3 |(x, y) £ G, z = 
f(x,y)} in the space R3. 

F 

It is obvious that the mapping G —> S defined by the relation (x,y) i-> 
(x, y, / (# , y)) is a continuous one-to-one mapping of G onto 5, by which one 
can determine every point of S by exhibiting the point of G corresponding 
to it, or, what is the same, giving the coordinates (x, y) of this point of G. 

Thus the pairs of numbers (x, y) G G can be regarded as certain coordi­
nates of the points of a set S - the graph of the function z = / (# , y). Since 
the points of S are given by pairs of numbers, we shall conditionally agree to 
call S a two-dimensional surface in R3. (The general definition of a surface 
will be given later.) 

If we define a path r : / —» G in G, then a path F o r : / —» S auto­
matically appears on the surface S. If x = x(t) and y = y(t) is a parametric 
definition of the path r, then the path F o r on S is given by the three 
functions x = x(t), y = y(i), z = z(t) = f(x(i),y(t)). In particular, if we set 
x = xo + 1 , y = 2/o5 we obtain a curve x = #o +1 , y = yo, z = f(xo +1 , yo) on 
the surface S along which the coordinate y = yo of the points of S does not 
change. Similarly one can exhibit a curve x = #o, V — Vo + £, z — /(#o> yo + t) 
on S along which the first coordinate xo of the points of S does not change. 
By analogy with the planar case these curves on S are naturally called coor­
dinate lines on the surface S. However, in contrast to the coordinate lines in 
G C R2, which are pieces of straight lines, the coordinate lines on S are in 
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general curves in R3. For that reason, the coordinates (x, y) of points of the 
surface S are often called curvilinear coordinates on S. 

Thus the graph of a continuous function z = / (x , 2/), defined in a domain 
G C R2 is a two-dimensional surface S in R3 whose points can be defined by 
curvilinear coordinates (x, y) G G. 

At this point we shall not go into detail on the general definition of a 
surface, since we are interested only in a special case of a surface - the graph 
of a function. However, we assume that from the course in analytic geometry 
the reader is well acquainted with some important particular surfaces in R3 

(such as a plane, an ellipsoid, paraboloids, and hyperboloids). 

b. The Tangent Plane to the Graph of a Function Differentiability of 
a function z = / (x , y) at the point (xo, 2/o) £ G means that 

/(s> y) = / ( a 0 , 2/o) + Mx ~ xo) + B(y - y0) + 

+o(y/(x - x0)2 + (y - y0)
2) as (x, y) -> (x0, y0) , (8.73) 

where A and B are certain constants. 
In R3 let us consider the plane 

z = z0 + A(x - x0) + B(y - y0) , (8.74) 

where zo = /(#o, 2/o)- Comparing equalities (8.73) and (8.74), we see that the 
graph of the function is well approximated by the plane (8.74) in a neigh­
borhood of the point (xo^yo^zo). More precisely, the point (#,£/, f(x,y)) of 
the graph of the function differs from the point (x, y, z(x, y)) of the plane 
(8.74) by an amount that is infinitesimal in comparison with the magni­
tude y/\x — xo)2 + (y — yo)2 of the displacement of its curvilinear coordinates 
(x, y) from the coordinates (xo, yo) of the point (xo, yo^o)-

By the uniqueness of the differential of a function, the plane (8.74) pos­
sessing this property is unique and has the form 

z = f(xo,yo) + -7fa(x0,yo)(x - x0) + -g-(x0,y0)(y - y0) . (8.75) 

This plane is called the tangent plane to the graph of the function z = / (x , y) 
at the point (x0, yo, /(a?o, 2/o)) • 

Thus, the differentiability of a function z = f{x,y) at the point (#OJ2/O) 

and the existence of a tangent plane to the graph of this function at the point 
(^o52/o,/(^o52/o)) are equivalent conditions. 

c. The Normal Vector Writing Eq. (8.75) for the tangent plane in the 
canonical form 

0-(#o, yo)(x - x0) + -Q-(XO, 2/0X2/ - 2/o) - (z - f(x0, yo)) = 0 , 
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Fig. 8.1. 

we conclude that the vector 

( ^ ( X 0 ' 2 / 0 ) ' ^ ( X 0 ' 2 / 0 ) ' - 1 ) dy 
(8.76) 

is the normal vector to the tangent plane. Its direction is considered to be the 
direction normal or orthogonal to the surface S (the graph of the function) 
at the point (#o,2/o,/(#(), 3/o))-

In particular, if (xo,yo) is a critical point of the function f(x,y), then 
the normal vector to the graph at the point (xo,yo,f(xo,yo)) n a s t n e ^ o r m 

(0,0, —1) and consequently, the tangent plane to the graph of the function at 
such a point is horizontal (parallel to the xy-plane). 

The three graphs in Fig. 8.1 illustrate what has just been said. 
Figures 8.1a and c depict the location of the graph of a function with 

respect to the tangent plane in a neighborhood of a local extremum (min­
imum and maximum respectively), while Fig. 8.1b shows the graph in the 
neighborhood of a so-called saddle point 

d. Tangent Planes and Tangent Vectors We know that if a path r : 
I -» R3 in R3 is given by differentiate functions x = x(t), y = y{t), z = z(t), 
then the vector (x(0),2/(0),i(0)) is the velocity vector at time t = 0. It is a 
direction vector of the tangent at the point Xo = x(0), yo = 2/(0), ZQ = z(0) 
to the curve in R3 that is the support of the path r. 

Now let us consider a path r : / —> S on the graph of a function z = 
f(x,y) given in the form x = x(t), y = y(t), z = f(x(t),y(t)). In this 
particular case we find that 

(i(0),y(0),i(0)) = ( i (0 ) ,y (0 ) , ^ (x 0 , yo ) i (0 ) + ^(xo,yo)y(0)) , 

from which it can be seen that this vector is orthogonal to the vector (8.76) 
normal to the graph S of the function at the point (#o,yo>/(#o>2/o))- Thus 
we have shown that if a vector (£, 77, C) 1S tangent to a curve on the surface S 
at the point (xo,yo5/(^o52/o))5 then it is orthogonal to the vector (8.76) and 
(in this sense) lies in the plane (8.75) tangent to the surface S at the point 
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in question. More precisely we could say that the whole line x = XQ+ £t, 
V = 2/o + Vty z — /(#o> 2/o) + Ĉ  lies i n the tangent plane (8.75). 

Let us now show that the converse is also true, that is, if a line x = Xo +££, 
y = y0 + r)t, z = f(xo, 2/o) + Ĉ> o r what is the same, the vector (£, 77, £), lies 
in the plane (8.75), then there is a path on S for which the vector (£, 77, £) is 
the velocity vector at the point (#o, 2/o, /(#o> 2/o))-

The path can be taken, for example, to be 

x = x0 + &, y = Vo + r)t, z = f(x0 + £fc, 2/0 + ryt) . 

In fact, for this path, 

*(0) = £ , 2/(0) = V , i(0) = §£(*o,yo)£ + |^(^o,2/o)r/. 

In view of the equality 

^(a?o,yo)*(0) + | ^ ( x o , 2/o)2/(0) - i(0) = 0 

and the hypothesis that 

we conclude that 

^ ( x o , 2/o)£ + ^ - ( x o , 2/oh - C = 0 , 

(x(0),2/(0),i(0)) = (^,r;,C). 

Hence the tangent plane to the surface S at the point (a?o, 2/0 5 20) is formed 
by the vectors that are tangents at the point (XQ, 2/0 5^0) to curves on the 
surface S passing through the point (see Fig. 8.2). 

Fig. 8.2. 

This is a more geometric description of the tangent plane. In any case, 
one can see from it that if the tangent to a curve is invariantly defined (with 
respect to the choice of coordinates), then the tangent plane is also invariantly 
defined. 
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We have been considering functions of two variables for the sake of visu-
alizability, but everything tha t was said obviously carries over to the general 
case of a function 

y = f(x\...,xm) (8.77) 

of m variables, where m E N . 
At the point ( x j , . . . , £ Q \ / ( x j , . . . , x™)) the plane tangent to the graph 

of such a function can be writ ten in the form 

y = f(xl..., aff) + E e^(xo> • • • • * " ) ( * * ~ xo) 5 (8-7 8) 

the vector 

is the normal vector to the plane (8.78). This plane itself, like the graph of 
the function (8.77), has dimension m, tha t is, any point is now given by a set 
( x 1 , . . . , x m ) of m coordinates. 

Thus, Eq. (8.78) defines a hyperplane in R m + 1 . 
Repeating verbatim the reasoning above, one can verify tha t the tangent 

plane (8.78) consists of vectors tha t are tangent to curves passing through 
the point ( x j , . . . , xg2, / ( x j , . . . , x™)) and lying on the m-dimensional surface 
S - the graph of the function (8.77). 

8.4 .7 P r o b l e m s a n d Exerc i se s 

1. Let z = /(re, y) be a function of class C^(G;1SL). 

a) If | £ (re, y) = 0 in G, can one assert that / is independent of y in Gl 

b) Under what condition on the domain G does the preceding question have an 
affirmative answer? 

2. a) Verify that for the function 

ffay) = 

the following relations hold: 

r r y f ^ , ifrr2 + 2 / V 0 : 

0 , if x2 + y2 = 0 , 

a / - ( 0 , 0 ) = 1 ^ - 1 = ^ - ( 0 , 0 ) . 
dxdy dydx 

b) Prove that if the function /(re, y) has partial derivatives | £ and | ^ in some 

neighborhood U of the point (rco,2/o), and if the mixed derivative J^f- (or -Q-^) 

exists in U and is continuous at (xo,yo), then the mixed derivative -QQ^ (resp. 

-§£QT) also exists at that point and the following equality holds: 

02f d2f 
-(x0,yo) = ^-x~(xo,yo) . dxdy ' dydx 
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3. Let x1,..., xm be Cartesian coordinates in Rm . The differential operator 

dxl 
i=l 

acting on functions / G C^2\G;R) according to the rule 

is called the Laplacian. 
The equation Af = 0 for the function / in the domain G C Mm is called 

Laplace's equation, and its solutions are called harmonic functions in the domain G. 

a) Show that if x = (x1,..., x171) and 

then for m > 2 the function 
f(x) = \\x\\-2-^ 

is harmonic in the domain Rm \ 0, where 0 = ( 0 , . . . , 0). 

b) Verify that the function 

'<*'•••• • * " « > = < d s F " • > ( - 5 ^ ) • 

which is defined for t > 0 and x = (re1 , . . . , rcm) £ Rm , satisfies the heat equation 

that is, verify that ^ = a2 ]T) ^-4% at each point of the domain of definition of the 

function. 

4. Taylor's formula in multi-index notation. The symbol a := ( a i , . . . , a m ) con­
sisting of nonnegative integers a*, i = 1 , . . . , m, is called the multi-index a. 

The following notation is conventional: 

\a\ := ai -\ h a m , 

a! := a i ! - - - a m ! ; 

finally, if a = ( a i , . . . , a m ) , then 

a) Verify that if k € N, then 

(^•••+^=Eai!!a/'"a"l 
|a|=fc m 
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(ai H ham) = /] —.a , z—' a! 
|a|=fc 

where the summation extends over all sets a = ( a i , . . . , a m ) of nonnegative integers 
m 

such that J2 &i = k. 
i=l 

b) Let 
Q\<x\ f 

Daf(x) := / n 1X ; n r (x) . 

Show that if / G C ( fc)(G;R), then the equality 

E *!• ••^/(^ 1 ~'*ik = E ^°7(*)fc° > 
iiH Hrn=k \a\=k 

where h = (h1,..., / im) , holds at any point x G G. 

c) Verify that in multi-index notation Taylor's theorem with the Lagrange form 
of the remainder, for example, can be written as 

f(x + h)= V 1-Daf(x)ha+ J2 -.Daf(x + eh)ha . 
|c*|=0 |c*|=n 

d) Write Taylor's formula in multi-index notation with the integral form of the 
remainder (Theorem 4). 

5. a) Let J m = {x = (x\...,xrn) G Rm I |x*| < c\ i = 1 , . . . ,ra} be an Tri­
dimensional closed interval and / a closed interval [a, b] C R. Show that if the 
function / (x , y) = /(x1,..., x m , y) is defined and continuous on the set I771 x J, then 
for any positive number e > 0 there exists a number 5 > 0 such that \f(x,y\) — 
f(x,y2)\ < e if x G I171, 2/1,2/2 G / , and |yi - y 2 | < £• 

b) Show that the function 

o 

= / f(x,y)< F(x) = J f(x,y)dy 
a 

is defined and continuous on the closed interval 7 m . 

c) Show that if / G C(J m ;R) , then the function 

F(x,t) = f(tx) 

is defined and continuous on 7 m x J1 , where I1 = {t G R |£| < 1}. 

d) Prove Hadamard's lemma: 

If f € C ( 1 ) ( / m ;R) and / (0) = 0, there exist functions glt... ,gm G C(J m ;R) 
5^c/i that 

m 

f(x\...,xm) = J2xi9i(xl>---'xm) 



8.4 Real-valued Functions of Several Variables 477 

in 7 m , and in addition 

#(0) = |£(0) , t = l,...,m. 

6. Prove the following generalization of Rolle's theorem for functions of several 
variables. 

If the function f is continuous in a closed ball B(0;r), equal to zero on the 
boundary of the ball, and differentiable in the open ball B(0;r), then at least one of 
the points of the open ball is a critical point of the function. 

7. Verify that the function 

f(x,y) = (y-x2)(y-3x2) 

does not have an extremum at the origin, even though its restriction to each line 
passing through the origin has a strict local minimum at that point. 

8. The method of least squares. This is one of the commonest methods of processing 
the results of observations. It consists of the following. Suppose it is known that 
the physical quantities x and y are linearly related: 

y = ax + b (8.79) 

or suppose an empirical formula of this type has been constructed on the basis of 
experimental data. 

Let us assume that n observations have been made, in each of which both 
x and y were measured, resulting in n pairs of values x i ,y r , . . . ;xn,yn. Since the 
measurements have errors, even if the relation (8.79) is exact, the equalities 

yk = axk + b 

may fail to hold for some of the values of A; G { l , . . . , n } , no matter what the 
coefficients a and b are. 

The problem is to determine the unknown coefficients a and b in a reasonable 
way from these observational results. 

Basing his argument on analysis of the probability distribution of the magnitude 
of observational errors, Gauss established that the most probable values for the 
coefficients a and b with a given set of observational results should be sought by 
use of the following least-squares principle: 

If $k = (axk -\-b) — yk is the discrepancy in the kth observation, then a and b 
should be chosen so that the quantity 

A = ±5l, 
k=l 

that is, the sum of the squares of the discrepancies, has a minimum. 

a) Show that the least-squares principle for relation (8.79) leads to the following 
system of linear equations 
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{ [xk,Xk]a + [xk,l]b= [xk,yk], 

[l,xfc]a + [ l , l ]6=[ l ,y f c ] , 

for determining the coefficients a and b. Here, following Gauss, we write [xfc,Xfc] := 
xixi H h xnxn, [xfc, 1] := x\ • 1 + h xn • 1, [xkiVk] := a:i2/i H h #n2/n, and 
so forth. 

b) Write the system of equations for the numbers a i , . . . , a m , 6 to which the 
least-squares principle leads when Eq. (8.79) is replaced by the relation 

m 

y = y^^ajX1 + 6, 
i=l 

(or, more briefly, y = aiX% + b) between the quantities x 1 , . . . , x m and y. 

c) How can the method of least squares be used to find empirical formulas of 
the form 

y = cx°1 •••x£n 

connecting physical quantities x i , . . . , x m with the quantity yl 

d) (M. Germain.) The frequency R of heart contractions was measured at dif­
ferent temperatures T in several dozen specimens of Nereis diversicolor. The fre­
quencies were expressed in percents relative to the contraction frequency at 15° C. 
The results are given in the following table. 

Temperature, 

0 
5 
10 
15 

° C Frequency, % 

39 
54 
74 
100 

Temperature, 

20 
25 
30 

° C Frequency, % 

136 
182 
254 

The dependence of R on T appears to be exponential. Assuming R = Ae , 
find the values of the constants A and b that best fit the experimental results. 

9. a) Show that in Huygens' problem, studied in Example 5, the function (8.71) 
tends to zero if at least one of the variables m i , . . . , mn tends to infinity. 

b) Show that the function (8.71) has a maximum point in Rn and hence the 
unique critical point of that function in Rn must be its maximum. 

c) Show that the quantity v defined by formula (8.72) is monotonically increas­
ing as n increases and find its limit as n -> oo. 

10. a) During so-called exterior disk grinding the grinding tool - a rapidly rotating 
grinding disk (with an abrasive rim) that acts as a file - is brought into contact 
with the surface of a circular machine part that is rotating slowly compared with 
the disk (see Fig. 8.3). 

The disk K is gradually pressed against the machine part D, causing a layer 
H of metal to be removed, reducing the part to the required size and producing 
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K*—)— s 

Fig. 8.3. 

a smooth working surface for the device. In the machine where it will be placed 
this surface will usually be a working surface. In order to extend its working life, 
the metal of the machine part is subjected to a preliminary annealing to harden 
the steel. However, because of the high temperature in the contact zone between 
the machine part and the grinding disk, structural changes can (and frequently 
do) occur in a certain layer A of metal in the machine part, resulting in decreased 
hardness of the steel in that layer. The quantity A is a monotonic function of the 
rate s at which the disk is applied to the machine part, that is, A = </?(s). It is 
known that there is a certain critical rate so > 0 at which the relation A = 0 still 
holds, while A > 0 whenever s > SQ. For the following discussion it is convenient 
to introduce the relation 

s = $(£) 

inverse to the one just given. This new relation is defined for A > 0. 
Here ^ is a monotonically increasing function known experimentally, defined 

for A>0, and %/>(0) = s0 > 0. 
The grinding process must be carried out in such a way that there are no 

structural changes in the metal on the surface eventually produced. 
In terms of rapidity, the optimal grinding mode under these conditions would 

obviously be a set of variations in the rate s of application of the grinding disk for 
which 

s = i/>(6) , 

where 8 = 8(t) is the thickness of the layer of metal not yet removed up to time t, 
or, what is the same, the distance from the rim of the disk at time t to the final 
surface of the device being produced. Explain this. 

b) Find the time needed to remove a layer of thickness H when the rate of 
application of the disk is optimally adjusted. 

c) Find the dependence s = s(t) of the rate of application of the disk on time 

in the optimal mode under the condition that the function A i—> s is linear: 
s = so + XA. 

Due to the structural properties of certain kinds of grinding lathes, the rate 
s can undergo only discrete changes. This poses the problem of optimizing the 
productivity of the process under the additional condition that only a fixed number 



480 8 Differential Calculus in Several Variables 

n of switches in the rate s are allowed. The answers to the following questions give 
a picture of the optimal mode. 

H 

d) What is the geometric interpretation of the grinding time t(H) = f ^4|y that 
o 

you found in part b) for the optimal continuous variation of the rate s? 

e) What is the geometric interpretation of the time lost in switching from the 
optimal continuous mode of variation of s to the time-optimal stepwise mode of 
variation of s? 

f) Show that the points 0 = xn+i < xn < - • • < x\ < xo = H of the closed 
interval [0, H] at which the rate should be switched must satisfy the conditions 

and consequently, on the portion from xi to Xi+i, the rate of application of the disk 
has the form s = i/j(xi+i) (i = 0 , . . . , n). 

g) Show that in the linear case, when I/J(A) = so + A/\, the points Xi (in part 
/ ) ) on the closed interval [0,H] are distributed so that the numbers 

S 0 SO , So . ^ So . rr 

T T " T T 
form a geometric progression. 

11 . a) Verify that the tangent to a curve r : / -> Rm is defined invariantly relative 
to the choice of coordinate system in Rm . 

b) Verify that the tangent plane to the graph S of a function y = / ( x 1 , . . . , x171) 
is defined invariantly relative to the choice of coordinate system in Rm . 

c) Suppose the set S C Mm x R1 is the graph of a function y = / ( x 1 , . . . , x171) in 
coordinates ( x 1 , . . . , x m , y) in Rm xR1 and the graph of a function y = / ( x 1 , . . . , x m ) 
in coordinates ( x 1 , . . . , x m , y ) in Rm x R1. Verify that the tangent plane to S is 
invariant relative to a linear change of coordinates in Rm x R1. 

d) Verify that the Laplacian Af = ^ -g-fr (x) is defined invariantly relative to 
i=\ 

orthogonal coordinate transformations in Rm . 

8.5 The Implicit Function Theorem 

8.5 .1 S t a t e m e n t of t h e P r o b l e m and P r e l i m i n a r y Cons iderat ions 

In this section we shall prove the implicit function theorem, which is impor­
tant both intrinsically and because of its numerous applications. 

Let us begin by explaining the problem. Suppose, for example, we have 
the relation 

x2 + y2 - 1 = 0 (8.80) 

between the coordinates x,y of points in the plane M2. The set of all points 
of M2 satisfying this condition is the unit circle (Fig. 8.4). 
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Fig. 8.4. 

The presence of the relation (8.80) shows that after fixing one of the 
coordinates, for example, x, we can no longer choose the second coordinate 
arbitrarily. Thus relation (8.80) determines the dependence of y on x. We are 
interested in the question of the conditions under which the implicit relation 
(8.80) can be solved as an explicit functional dependence y = y{x). 

Solving Eq. (8.80) with respect to ?/, we find that 

y = ±^/l~^: (8.81) 

that is, to each value of x such that \x\ < 1, there are actually two admissible 
values of y. In forming a functional relation y = y{x) satisfying relation (8.80) 
one cannot give preference to either of the values (8.81) without invoking 
additional requirements. For example, the function y(x) that assumes the 
value + A / 1 — x2 at rational points of the closed interval [—1,1] and the value 
—A/1 — x2 at irrational points obviously satisfies (8.80). 

It is clear that one can create infinitely many functional relations satisfy­
ing (8.80) by varying this example. 

The question whether the set defined in M2 by (8.80) is the graph of a 
function y = y(x) obviously has a negative answer, since from the geometric 
point of view it is equivalent to the question whether it is possible to establish 
a one-to-one direct projection of a circle into a line. 

But observation (see Fig. 8.4) suggests that nevertheless, in a neighbor­
hood of a particular point (xo>2/o) ^ n e a r c ProJec^s in a one-to-one manner 
into the x-axis, and that it can be represented uniquely as y = £/(#), where 
x \-> y(x) is a continuous function defined in a neighborhood of the point 
#o and assuming the value yo at XQ. In this aspect, the only bad points are 
(—1,0) and (1,0), since no arc of the circle having them as interior points 
projects in a one-to-one manner into the x-axis. Even so, neighborhoods of 
these points on the circle are well situated relative to the y-axis, and can 
be represented as the graph of a function x = x(y) that is continuous in a 
neighborhood of the point 0 and assumes the value — 1 or 1 according as the 
arc in question contains the point (—1,0) or (1,0). 
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How is it possible to find out analytically when a geometric locus of points 
defined by a relation of the type (8.80) can be represented in the form of an 
explicit function y = y(x) or x = x{y) in a neighborhood of a point (xo>2/o) 
on the locus? 

We shall discuss this question using the following, now familiar, method. 
We have a function F(x, y) = x2 + y2 — 1. The local behavior of this function 
in a neighborhood of a point (#o, 2/o) is well described by its differential 

K(xo, yo)(x - x0) + Fy(x0,2/0X2/ - 2/o) , 

since 

F(x, y) = F(xo, 2/o) + F'X{XQ, y0)(x - x0) + 

+ Fy(x0,2/0)(2/ - 2/o) + o(\x - x0\ + 12/ - 2/0I) 

as (x,2/) -> (x0,2/o). 
If F(xo, 2/0) — 0 and we are interested in the behavior of the level curve 

F(x,2/) = 0 

of the function in a neighborhood of the point (#o,2/o)> w e c a n judge that 
behavior from the position of the (tangent) line 

i^(x0 , yo)(x - x0) + Fy(X(h 2/o)(2/ - 2/o) = 0 . (8.82) 

If this line is situated so that its equation can be solved with respect to 
2/, then, since the curve F(x, y) = 0 differs very little from this line in a 
neighborhood of the point (#o,2/o)> w e m a v n o P e tna ,t it also can be written 
in the form y = y(x) in some neighborhood of the point (#o,2/o)-

The same can be said about local solvability of F(x, y) = 0 with respect 
to x. 

Writing Eq. (8.82) for the specific relation (8.80), we obtain the following 
equation for the tangent line: 

x0(x - x0) + 2/0(2/ - 2/o) = 0 . 

This equation can always be solved for y when 2/0 7̂  0, that is, at all points 
of the circle (8.80) except (—1,0) and (1,0). It is solvable with respect to x 
at all points of the circle except (0 , -1) and (0,1). 

8.5.2 An Elementary Version of the Implicit Function Theorem 

In this section we shall obtain the implicit function theorem by a very in­
tuitive, but not very constructive method, one that is adapted only to the 
case of real-valued functions of real variables. The reader can become famil­
iar with another method of obtaining this theorem, one that is in many ways 
preferable, and with a more detailed analysis of its structure in Chap. 10 
(Part 2), and also in Problem 4 at the end of the section. 

The following proposition is an elementary version of the implicit function 
theorem. 
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Proposition 1. / / the function F : U(xo, yo) -> K defined in a neighborhood 
U(xo,yo) of the point (xo>2/o) £ R2 is such that 

1° F G CW(U;R), where p > 1, 

2° F(x0,y0) = 0, 

3° Fy(x0,y0)^0, 

then there exist a two-dimensional interval I = Ix x Iy where 

Ix = {xe R| \x - x0\ < a} , Iy = {y G R| \y - y0\ < /?} , 

that is a neighborhood of the point (xo>2/o) contained in U(xo,yo), and a 
function f G C^p\lx\Iy) such that 

F(x,y) = 0&y = f(x), (8.83) 

for any point (x, y) 6 Ix x Iy and the derivative of the function y = f{x) at 
the points x G Ix can be computed from the formula 

f{x) = -[F^xJix^lF'ixJix))] . (8.84) 

Before taking up the proof, we shall give several possible reformulations 
of the conclusion (8.83), which should bring out the meaning of the relation 
itself. 

Proposition 1 says that under hypotheses 1°, 2°, and 3° the portion of 
the set defined by the relation F(x, y) = 0 that belongs to the neighborhood 
Ix x Iy of the point (#o,2/o) 1S ^ n e graph of a function / : Ix —> Iy of class 
C^(Ix;Iy). 

In other words, one can say that inside the neighborhood / of the point 
(#o> Vo) the equation F(x, y) = 0 has a unique solution for y, and the function 
y = f(x) is that solution, that is, F(x, f(x)) = 0 on Ix. 

It follows in turn from this that if y = f{x) is a function defined on Ix that 
is known to satisfy the relation F(x, f{x)) = 0 on Ix, f(xo) = yo, and this 
function is continuous at the point x$ G 7X, then there exists a neighborhood 
A C Ix of #o such that f{£) C Iy, and then f(x) = f(x) for x G A. 

Without the assumption that the function / is continuous at the point 
#o and the condition f(xo) = 2/o? this last conclusion could turn out to be 
incorrect, as can be seen from the example of the circle already studied. 

Let us now prove Proposition 1. 

Proof Suppose for definiteness that i^(xo,2/o) > 0. Since F G C^^(C/;R), 
it follows that Fy(x,y) > 0 also in some neighborhood of (#o,2/o)- *n 0Tder 
to avoid introducing new notation, we can assume without loss of generality 
that Fy(x,y) > 0 at every point of the original neighborhood U(xo,yo)-

Moreover, shrinking the neighborhood U(xo,yo) if necessary, we can as­
sume that it is a disk of radius r = 2/3 > 0 with center at (XQ, yo)-
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Since Fy(x, y) > 0 in £/, the function F(xo, y) is defined and monotonically 
increasing as a function of y on the closed interval yo — (3 < y < yo + /?. 
Consequently, 

F(x0, yo~P)< F{x0, y0) = 0< F(x0 , yo + 0). 

By the continuity of the function F in [/, there exists a positive number 
a < p such that the relations 

F(x,yo-0)<O<F(x,yo + 0) 

hold for \x — xo\ < ot. 
We shall now show that the rectangle I = Ix x Iy, where 

Ix = {xe R\ \x - x0\ < a} , Iy = {yeR\\y- y0)\ < 0} , 

is the required two-dimensional interval in which relation (8.83) holds. 
For each x G Ix we fix the vertical closed interval with endpoints (x, yo — 

/?), (x,yo + 0)- Regarding F{x,y) as a function of y on that closed interval, 
we obtain a strictly increasing continuous function that assumes values of 
opposite sign at the endpoints of the interval. Consequently, for each x G / x , 
there is a unique point y{x) G Iy such that F(x,y(x)) = 0. Setting y{x) = 
/ (#) , we arrive at relation (8.83). 

We now establish that / G C^\lx'Jy). 
We begin by showing that the function / is continuous at xo and that 

f(xo) = 2/o- This last equality obviously follows from the fact that for x = x$ 
there is a unique point y(xo) G Iy such that F(xo,y(xo)) = 0. At the same 
time, F(xo,2/o) = °> a n d s o f(xo) = Vo-

Given a number e, 0 < e < /?, we can repeat the proof of the existence 
of the function f(x) and find a number 5, 0 < S < a such that in the two-
dimensional interval I = Ix x Iy, where 

Ix = {xe R| \x - x0\ < 6} , Iy = {yeR\\y- y0\ < e} , 

the relation 
(F(x,y) = 0 in I) & (y = f(x), x G Ix) (8.85) 

holds with a new function f : Ix —> Iy. 
But Ix C Ix, Iy C Iy, and J C J, and therefore it follows from (8.83) 

and (8.85) that f(x) = f(x) for x G Ix C Ix. We have thus verified that 
\f(x) - f(x0)\ = \f(x) -yo\<e for \x - x0\ < 5. 

We have now established that the function / is continuous at the point 
xo- But any point (x, y) G / at which F(x,y) = 0 can also be taken as 
the initial point of the construction, since conditions 2° and 3° hold at that 
point. Carrying out that construction inside the interval / , we would once 
again arrive via (8.83) at the corresponding part of the function / considered 
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in a neighborhood of x. Hence the function / is continuous at x. Thus we 
have established that / G C(Ix',Iy). 

We shall now show that / G C^(Ix',Iy) and establish formula (8.84). 
Let the number Ax be such that x + Ax G Ix. Let y = f(x) and y + Ay = 

f(x + Ax). Applying the mean-value theorem to the function F(x,y) inside 
the interval / , we find that 

0 = F(x + Ax, f(x + Ax)) - F(x, f(x)) = 

= F(x + Ax, y + Ay) - F(x, y) = 

= Fx(x + 0Ar, y + 6 Ay) Ax + F^(x + 0Ax, y + 0Ay)Ay (0 < 0 < 1) , 

from which, taking account of the relation Fy(x, y) ^ 0 in / , we obtain 

Zty Fx(x + 0Ax,y + 0Ay) 

Ax Fy (x + OAx, y + 0 Ay) 
(8.86) 

Since / G C(Ix;Iy), it follows that Ziy -> 0 as A r —> 0, and, taking 
account of the relation F G C^(U;R), as Ar —> 0 in (8.86), we obtain 

where y = f(x). Thus formula (8.84) is now established. 
By the theorem on continuity of composite functions, it follows from for­

mula (8.84) that / G C^\lx',Iy). 
If F G CM(U',R), the right-hand side of formula (8.84) can be differenti­

ated with respect to x, and we find that 

f"(x) — *• xx ~*~ xy ' * {X'*V ~ FxWxy + -M/y ' / (X)J /g g./x 

v 2// 

where F£, Fy, Ff
x
f
x, Fxy, and F ^ are all computed at the point {x, / (# ) ) . 

Thus / G CW{IX, Iy) if F G C ^ ( [ / ; R). Since the order of the derivatives 
of / on the right-hand side of (8.84), (8.84'), and so forth, is one less than 
the order on the left-hand side of the equality, we find by induction that 
feC^(Ix',Iy)ifFeC^(U',R). u 

Example 1. Let us return to relation (8.80) studied above, which defines a 
circle in R2, and verify Proposition 1 on this example. 

In this case 
F(x,y) = x2 + y2-l, 

and it is obvious that F G C ( O O ) ( R 2 ; R ) - Next, 

Fx(x,y) = 2x, Fy(x,y) = 2y, 

so that Fy(x, y) ^ 0 if y ^ 0. Thus, by Proposition 1, for any point (xo, yo) of 
this circle different from the points (—1,0) and (1,0) there is a neighborhood 
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such that the arc of the circle contained in that neighborhood can be written 
in the form y = f(x). Direct computation confirms this, and f(x) = \ / l — x2 

or f(x) = — yj\ — x2. 
Next, by Proposition 1, 

Fy(x0,yo) Vo 

Direct computation yields 

/ x 

< yj\ — X 

which can be written as the single expression 

\ / l — x: 

x 

: , if f(x) = VT^? 

, i f / (x) = - v T ^ ^ , 

/ (*) y 

and computation with it leads to the same result, 

f (x0) = , 
Vo 

as computation from formula (8.87) obtained from Proposition 1. 
It is important to note that formula (8.84) or (8.87) makes it possible 

to compute f'(x) without even having an explicit expression for the relation 
y = / (#) , if only we know that /(#o) — 2/o- The condition yo = /(#o) must 
be prescribed, however, in order to distinguish the portion of the level curve 
F(x, y) = 0 that we intend to describe in the form y = f(x). 

It is clear from the example of the circle that giving only the coordinate 
#o does not determine an arc of the circle, and only after fixing yo have we 
distinguished one of the two possible arcs in this case. 

8.5.3 Transition to the Case of a Relation F(x1^..., a?m, y) = 0 

The following proposition is a a simple generalization of Proposition 1 to the 
case of a relation F ( x x , . . . , x m , y) = 0. 

Proposition 2. If a function F : U —> R defined in a neighborhod U C R m + 1 

of the point (#o, 2/o) = (xoi • • • > ^CM 2/o) € Mm + 1 is such that 

10 FeCW(U\R),p>l, 

2° F(x0,yo) = F(xl...,xV,y0) = 0, 

3° i^(x0,2/o) = Ffal... ,atf,y0) ^ 0, 
then there exists an (m + 1)-dimensional interval I = I™ x Iy, where 



8.5 The Implicit Function Theorem 487 

J™ = {x = (x1,... ,x m ) GR m | | x* - x*| <aii = l,...,m}, 

l\ = {yeR\\y-y0\<P}, 

which is a neighborhood of the point (xo,?/o) contained in U, and a function 
f G C ( p ) ( /^ ; II) such that for any point (x, y) G I™ x J1 

F{x\ ...,xm,y) = 0&y = fix1,... ,x m ) , (8.88) 

and the partial derivatives of the function y G fix1,..., xm) at the points of 
Ix can be computed from the formula 

! £ ( * ) = -{F'y(x,f{x))]-1[F'x(xJ{x))} . (8.89) 

Proof. The proof of the existence of the interval / m + 1 = I™ x I1 and the 
existence of the function y = fix) = fix1,..., xm) and its continuity in I™ 
is a verbatim repetition of the corresponding part of the proof of Proposition 
1, with only a single change, which reduces to the fact that the symbol x 
must now be interpreted as (re1 , . . . , xm) and a as ( a 1 , . . . , am). 

If we now fix all the variables in the functions Fix1,... ,xrn,y) and 
fix1,... ,xm) except xl and y, we have the hypotheses of Proposition 1, 
where now the role of x is played by the variable x \ Formula (8.89) follows 
from this. It is clear from this formula that -^ G C(/^1; I1) i% = 1 , . . . , m), 
that is, / G C^1^/™; J1) . Reasoning as in the proof of Proposition 1, we 
establish by induction that / G C ^ ) ( i ^ ; J1) when F G C^(C/;R). • 

Example 2. Assume that the function F : G —> R is defined in a domain 
G C Rm and belongs to the class C (1 )(G;R); Xo = ( x j , . . . , x ^ ) G G and 
F(xo) = F(XQ, . . . ,x™) = 0. If xo is not a critical point of F, then at least 
one of the partial derivatives of F at XQ is nonzero. Suppose, for example, 
that ^ ( x 0 ) ^ 0 . 

Then, by Proposition 2, in some neighborhood of XQ the subset of Rm 

defined by the equation Fix1,... ,xrn) = 0 can be defined as the graph of 
a function xm = fix1,... , x m _ 1 ) , defined in a neighborhood of the point 
( x j , . . . ^ o 1 - 1 ) G R m _ 1 that is continuously differentiable in this neighbor­
hood and such that / ( x j , . . . , x™_1) = XQ1. 

Thus, in a neighborhood of a noncritical point xo of F the equation 

F ( x \ . . . , x m ) = 0 

defines an (m — l)-dimensional surface. 

In particular, in the case of R3 the equation 

Fix,y,z) = 0 

defines a two-dimensional surface in a neighborhood of a noncritical 
point (xo,2/o?^o) satisfying the equation, which, when the condition 
§f(#o?2/o?£o) 7̂  0 holds, can be locally written in the form 

z = fix,y) . 
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As we know, the equation of the plane tangent to the graph of this function 
at the point (#o, 2/o? ̂ o) has the form 

z-z0 = -7r-(x0,yo)(x - x0) + -Q-(x0,y0)(y-y0) . 

But by formula (8.89) 

df F^(x0,y0,z0) 9f F^(x0,yo,zo) 
-TT-ixoiyo) = --^h r> ^-(^o,2/o) = ~~^n r , 
dxK F^x0,yo,z0) dyK F^(x0, y0,z0) 

and therefore the equation of the tangent plane can be rewritten as 

F'X{XQ, 2/0, zo)(x - x0) + Fy(x0,2/0, z0)(y - y0) + F'z(x0, y0, z0)(z - z0) = 0 , 
which is symmetric in the variables x, y, z. 

Similarly, in the general case we obtain the equation 

m 

2 = 1 

of the hyperplane in Rm tangent at the point x$ = ( x j , . . . , x™) to the surface 
given by the equation F(xx,... , x m ) = 0 (naturally, under the assumptions 
that F(xo) = 0 and that XQ is a noncritical point of F). 

It can be seen from these equations that, given the Euclidean structure 
on Rm , one can assert that the vector 

dF dF 
g r a d F ( x o ) = ( _ , . . . , _ ) ( x o ) 

is orthogonal to the r-level surface F(x) = r of the function F a t a corre­
sponding point #o € ^ m -

For example, for the function 

x2 y2 z2 

F(*>v>z) = Z2+h + 2 ' J»2 ' „2 ' a2 b2 
c* 

defined in R3, the r-level is the empty set if r < 0, a single point if r = 0, 
and the ellipsoid 

— + yl + — = r 
a2 b2 c2 

if r > 0. If (xo,2/o?^o) is a point on this ellipsoid, then by what has been 
proved, the vector 

A T?( \ f2x° 2y° 2z°\ 

is orthogonal to this ellipsoid at the point (xo,2/o?^o)? and the tangent plane 
to it at this point has the equation 
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xo(x-xo) , yo(y-yo) . z0(z-z0) 
+ + = o , a* b2 c* 

which, when we take account of the fact that the point (#o, 2/o> ^o) lies on the 
ellipsoid, can be rewritten as 

xpx y0y z0z = 

a2 b2 c2 

8.5.4 The Implicit Function Theorem 

We now turn to the general case of a system of equations 

f F1(x\...,xm,y\...yn)=0, 

(8.90) 

{Fn(x\...,xm,y\...,yn) = 0, 

which we shall solve with respect to y1 , . . . ,?/71 , that is, find a system of 
functional relations 

< y1 = / V , . . . , * m ) , 

(8.91) 

[yn = / n ( x V . . , x ™ ) , 

locally equivalent to the system (8.90). 
For the sake of brevity, convenience in writing, and clarity of statement, 

let us agree that x = (re1 , . . . , x m ) , y = (y 1 , . . . , yn). We shall write the left-
hand side of the system (8.90) as F(x,y), the system of equations (8.90) as 
F(x,y) = 0, and the mapping (8.91) as y = f(x). 

If 

x0 = ( 4 , . . . , x ™ ) , y0 = (2/o>--->2/o) > 

a = ( a 1
> . . . , a m ) > 0 = (/J1,... , /T) , 

the notation \x — xo\ < a or \y — yo| < j3 will mean that \xl — XQ\ < a1 

(i = 1 , . . . , m) or \yi — y$\ < (33' (j = 1 , . . . , n) respectively. 
We next set 

/ ' ( * ) 

F'x{x,y) 

(df 
dx1 

Xdx1 ' 
/ dF1 

dx1 

dFn 

V dx1 

df \ 
dxm 

. ®11 
dxm 1 
OF1 \ 
dxm 

dFn 

dxm 1 

(x), (8.92) 

(x,y) (8.93) 
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/ dF1 dF1 \ 

F'y{x,y) 

dy1 

dFn 

dyn 

8Fn 

fa y) . (8.94) 

V dy1 dyn j 

We remark that the matrix Fy(x, y) is square and hence invertible if and 
only if its determinant is nonzero. In the case n = 1, it reduces to a single 
element, and in that case the invertibility of F'(x,y) is equivalent to the 
condition that that single element is nonzero. As usual, we shall denote the 
matrix inverse to Fy{x,y) by [i7^(#,?/)] 

We now state the main result of the present section. 

Theorem 1. (Implicit function theorem). / / the mapping F : U —> Rn de­
fined in a neighborhood U of the point (#o,2/o) ^ M m + n is such that 

1° F e C ^ ( [ / ; R n ) , p> 1, 
2° F(xo,yo) = 0, 

3° Fy(xo,yo) is an invertible matrix, 

then there exists an (m + n) -dimensional interval I = I™ x I™ CU, where 

I™ = {x€ Rm\ \x-x0\ < a} , i; = {yeRn\ \y-y0\ < /?} , 

and a mapping feCto(I?;I2) such that 

F(x,y) = 0^y = f(x), (8.95) 

for any point (x, y) € I™ x J™ and 

f'{x) = -[F'v{xJ{x))]-\F'x{xJ{x))] . (8.96) 

Proof. The proof of the theorem will rely on Proposition 2 and the elemen­
tary properties of determinants. We shall break it into stages, reasoning by 
induction. 

For n = 1, the theorem is the same as Proposition 2 and is therefore true. 
Suppose the theorem is true for dimension n — 1. We shall show that it is 

then valid for dimension n. 

a) By hypothesis 3°, the determinant of the matrix (8.94) is nonzero at 
the point (#o,2/o) € R m + n and hence in some neighborhood of the point 
(#o?2/o)- Consequently at least one element of the last row of this matrix is 
nonzero. Up to a change in the notation, we may assume that the element 
dFn . 
—— is nonzero. 
dyn 
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b) Then applying Proposition 2 to the relation 

Fn(x1,...,xm,y\...,yn) = 0, 

we find an interval Im+n = (I™ x If-1) x J* c U and a function / e 
C(j>)(j™ x I%-l\ll) such that 

( F ' V , . . . , x m , j / 1 , . . . , y n ) = 0 i n / m + n ) ^ 

^ (yn = /V , - - - ^ r o , » 1 , - " , » n _ 1 ) , 
(x1 , . . . ,x*n)eC,(»1 . --- ,»n _ 1)eJy-1) . (8.97) 

c) Substituting the resulting expression yn = f(x,y1,.*.,yn~x) for the 
variable yn in the first n — 1 equations of (8.90), we obtain n — 1 relations 

(<?V,---,zm,2/V--,2/n_1):= 
= F 1 ( » 1 , . . . , » r o , y 1 , . . . , y n - 1 , / ( a : 1 , . . . , a ; m , y 1 , . . . , y n - 1 ) ) = 0 , 

# " - 1 ( a ; 1 , . . . , x m , 2 / 1
) . . . , 2 / - 1 ) : = 

= F " " 1 ^ 1 , . . . , x m , y \ . . . , y n ~ \ f(x\ ... ,xm,y\ ...,y""1)) = 0 . 
(8.98) 

It is clear that *< e C^{I™ x j y - 1 ;R ) (t = 1 , . . . , n - 1), and 

^i(x1
o,...,x^;y1

o,...,y^-l)=0 ( z , . . . , n - l ) , 

since / ( x j , . . . , xg1, y j , . . . , y£_ 1) = y j and F^zo , y0) = 0 (i = 1 , . . . , n). 
By definition of the functions <Pfe (fc = 1 , . . . , n — 1), 

5^fe 5i^fe 5i^fe Qf 
^L = £ fL + £ £ _ . £Z, (i,fc = l , . . . , n - l ) . (8.99) 
dy* %* dyn dy* K ' K J 

Further setting 

* n ( x 1
l . . . , x m , y i , . . . , y n - 1 ) : = 

= J F n ( x 1 , . . . , x * n , y 1
l . . . l y

n - 1
l / V , . . . , x * n , y 1 , . . . , y n - 1 ) ) , 

we find by (8.97) that <£n = 0 in its domain of definition, and therefore 

d$n dFn dFn df 
^ - = ^ - + ^ - . ^ L = 0 (i = 1 , . . . , n - 1) . (8.100) 
dyl dyl dyn dyl v y 

Taking account of relations (8.99) and (8.100) and the properties of de­
terminants, we can now observe that the determinant of the matrix (8.94) 
equals the determinant of the matrix 
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/ OF1 OF1 Of OF1 OF1 df dF1 \ 

dy1 dyn dy1 dyn~x dyn dyn~x dyn 

dl 
\ dy1 ^ dyn dy1 

dFn dFn 

+ 
gFn Qpn 

+ 
df dFn 

Qyn-1 ' QyU QyU^l QyU J 

OF1 \ 

dyn 

8$ n - l d$ n - l dF 'n—1 

o 
fiyn-l Qyn 

0 dyn ) 

By assumption, 
8Fn 

dyn T̂  0, and the determinant of the matrix (8.94) is 

nonzero. Consequently, in some neighborhood of ( x j , . . . , XQ1, y$,... y$ x) the 
determinant of the matrix 

dy1 

d$ ,n—1 

V dy* 

dyn-l 

dy"-1 J 

{x\...,xm,y\...,yn-1) 

is nonzero. 
Then by the induction hypothesis there exist an interval / m + n _ 1 = I™ x 

Iy~x C I™ x Iy-1, which is a neighborhood of ( x j , . . . , x™, 2/Q, . . . , 2/o_1) m 

Rm" 1 , and a mapping / £ C(p)(J^; J J - 1 ) such that the system (8.98) is 
equivalent on the interval / m + n - 1 = I™ x I7}-1 to the relations 

^ 1 = / 1 ( x 1 , . . . x m ) , 

u n - l = / n - l ( a . l j > > > j a . m ) B 

xen (8.101) 

d) Since J^"1 C JJ" 1 , and J™ C J™, substituting Z 1 , . . . , / 7 1 - 1 from 
(8.101) in place of the corresponding variables in the function 

yn = f(x\...,xm,y1,...,yn-1) 

from (8.97) we obtain a relation 

yn = fn(x\...,xm) (8.102) 

between yn and (re1 , . . . , x m ) . 
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e) We now show that the system 

fy1 = f1(x\...xm), 

< x e l j 1 . (8.103) 

[yn = f n ( x \ . . . , x m ) , 

which defines a mapping / G C^( /™; I£), where I£ = I™~1 x/*, is equivalent 
to the system of equations (8.90) in the neighborhood J m + n = I™ x I™. 

In fact, inside / m + n = (J™ x Iy~x) x ly we began by replacing 
the last equation of the original system (8.90) with the equality yn = 
f(x, y1,... ,2/n _ 1), which is equivalent to it by virtue of (8.97). Prom the 
second system so obtained, we passed to a third system equivalent to it by 
replacing the variable yn in the first n — 1 equations with f(x, y1,..., 2/n_1). 
We then replaced the first n — 1 equations (8.98) of the third system inside 
I™ x J™-1 c I™ x Iy~x with relations (8.101), which are equivalent to them. 
In that way, we obtained a fourth system, after which we passed to the final 
system (8.103), which is equivalent to it inside I™ x J™-1 x I* = J m + n

? by 
replacing the variables y 1 , . . . , yn~x with their expressions (8.101) in the last 
equation yn = f(x1,...,xm,y1,...,yn~1) of the fourth system, obtaining 
(8.102) as the last equation. 

f) To complete the proof of the theorem it remains only to verify formula 
(8.96). 

Since the systems (8.90) and (8.91) are equivalent in the neighborhood 
I™ x ly of the point (xo,2/o)> ^ follows that 

F(x,f(x))=0, ifxel?. 

In coordinates this means that in the domain I™ 

F\x\...,xmj\x\...,xm),...,r{*\ . . . , * m ) ) = 0 
(/c = l , . . . , n ) . (8.104) 

Since / G C^(J™;/£) and F G C ^ ( [ / ; R n ) , where p > 1, it follows that 
F(-,/(-)) e C (p)(J™;Rn) and, differentiating the identity (8.104), we obtain 

• ^ + E ^ - ^ = 0 (k = l,...,n;i = l,...,m). (8-105) 

Relations (8.105) are obviously equivalent to the single matrix equality 

F^x,y) + Fy(x,y).f'(x) = 0, 

in which y = f(x). 
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Taking account of the invertibility of the matr ix F'y{x,y) in a neighbor­
hood of the point (XQ, 2/0)> we find by this equality tha t 

nx) = -[F'y{x,f{x))}-1[F'x(xJ{x))}, 

and the theorem is completely proved. • 

8.5.5 P r o b l e m s a n d Exerc i se s 

1. On the plane E 2 with coordinates x and y a curve is defined by the relation 
F(x,y) = 0, where F G C ^ ( R 2 , R ) . Let (#0,2/0) he a noncritical point of the 
function F(x, y) lying on the curve. 

a) Write the equation of the tangent to this curve at this point (xo,?/o)-

b) Show that if (#0,2/0) 1S a point of inflection of the curve, then the following 
equality holds: 

(F'^F'y2 - 2F^yF'xF'y + F ^ 2 ) ( x 0 , < / o ) = 0 . 

c) Find a formula for the curvature of the curve at the point (xo, yo). 

2. The Legendre transform in m variables. The Legendre transform of x 1 , . . . , x m 

and the function / ( x 1 , . . . , x m ) is the transformation to the new variables £ 1 , . . . , £m 

and function / * ( £ i , . . . ,£m) defined by the relations 

(& = J£(*V..,*m) (t = l,...,m), 
(8-106) 

/* (6 ,•••, £n) = £ & * * - / ( * \ - . . , *m) . 
i = l 

a) Give a geometric interpretation of the Legendre transform (8.106) as the tran­
sition from the coordinates ( x 1 , . . . , x m , / ( x 1 , . . . , xm)) of a point on the graph of 
the function / (x) to the parameters (£1 , . . . ,£m, /*(£i? • • • >£m)) defining the equa­
tion of the plane tangent to the graph at that point. 

b) Show that the Legendre transform is guaranteed to be possible locally if 

/ € C<2> and det ( g j ^ ) ± 0. 

c) Using the same definition of convexity for a function / (x) = / ( x 1 , . . . , x m ) 
as in the one-dimensional case (taking x to be the vector ( x 1 , . . . , x m ) G IRm), show 
that the Legendre transform of a convex function is a convex function. 

d) Show that 

m m m 

d/* = ^ z'dfc + J2 &<*=' -df = J2 x'dti, 

and deduce from this relation that the Legendre transform is involutive, that is, 
verify the equality 

(/TO*) = /(*) • 
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e) Taking account of d), write the transform (8.106) in the following form, which 
is symmetric in the variables: 

i=l 

(8.107) 

• ?Smj 

or, more briefly, in the form 

/*(0+ /(*) = £*, C = v/(x), 

where 

x = V/*(0 

m 

f) The matrix formed from the second-order partial derivatives of a function 
(and sometimes the determinant of this matrix) is called the Hessian of the function 
at a given point. 

Let dij and d{j be the co-factors of the elements d°iQxj and Qg.jL. of the 
Hessians 

/ 92 / d2f \ 
dx1dx1 dx1dxm 

d2f 
V dxmdx1 

d2f 
dxmdxm ' 

( o2r 

(x) 

e2r \ 

d2r 
\ d£md£i d£md£m ) 

d2f* 

(0 

of the functions f(x) and /*(£)> a n d let d and ci* be the determinants of these 
matrices. Assuming that d ^ 0, show that d • d* = 1 and that 

0x«0x* l j d* l ^ j ' 
s 2 r - « ) = ^ ) . 

%%• d 

g) A soap film spanning a wire frame forms a so-called minimal surface, having 
minimal area among all the surfaces spanning the contour. 

If that surface is locally defined as the graph of a function z = / (# , y), it turns 
out that the function / must satisfy the following equation for minimal surfaces: 

I 1 ~T Jy J Jxx ~ ^JxJyJxy T* ( 1 "T Jx J Jyy = U . 

Show that after a Legendre transform is performed this equation is brought into 
the form 

(i + v2)/;," + Vvfer," + (i + f)fk" = o • 



496 8 Differential Calculus in Several Variables 

3 . Canonical variables and the Hamilton equations.8 

a) In the calculus of variations and the fundamental principles of classical me­
chanics the following system of equations, due to Euler and Lagrange, plays an 
important role: 

) ( £ , £ , V) = 0 , 

(8.108) dx dt dv 

v = x(t) , 

where L(£, x, v) is a given function of the variables £, x, v, of which t is usually time, 
x the coordinate, and v the velocity. 

The system (8.108) consists of two relations in three variables. Usually we wish 
to determine x = x(t) and v = v(t) from (8.108), which essentially reduces to 
determining the relation x = x(t), since v = ^ | . 

Write the first equation of (8.108) in more detail, expanding the derivative ^ 
taking account of the equalities x = x(t) and v = v(t). 

b) Show that if we change from the coordinates £, x, v, L to the so-called canon­
ical coordinates £, x, p, H by performing the Legendre transform (see Problem 2) 

dL 

[H = pv-L 

with respect to the variables v and L to replace them with p and if, then the 
Euler-Lagrange system (8.108) assumes the symmetric form 

P= — dx dp 

in which it is called system of Hamilton equations. 

c) In the multidimensional case, when L = L(t, 
Euler-Lagrange system has the form 

((dL ddL\f. , n 

\^-^t^r^v)=^ 
[ vl = xl(t) (i = l , . . . , m ) , 

where for brevity we have set x = ( x 1 , . . . , x m ) , v = (y1,..., v™). 
By performing a Legendre transform with respect to the variables v1, 

change from the variables £, 00 • • • • • 00 • %) • • • • 

(8.109) 

,u m ) the 

(8.110) 

,L to the canonical variables 
t, x1,... ,xm,pi,... ,pm,H and show that in these variables the system (8.110) 
becomes the following system of Hamilton equations: 

Pi = -M' X=dp~ (* = 1 >--->™)- (8.111) 

W. R. Hamilton (1805-1865) - famous Irish mathematician and specialist in me­
chanics. He stated a variational principle (Hamilton's principle), constructed a 
phenomenological theory of optic phenomena, and was the creator of quaternions 
and the founder of vector analysis (in fact, the term "vector" is due to him). 
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4. The implicit function theorem. 
The solution of this problem gives another proof of the fundamental theorem of 

this section, perhaps less intuitive and constructive than the one given above, but 
shorter. 

a) Suppose the hypotheses of the implicit function theorem are satisfied, and 
let 

^i( , fdF1 dFl\, , 

be the ith. row of the matrix Fy(x, y). 
Show that the determinant of the matrix formed from the vectors Fy(xi,yi) 

is nonzero if all the points (xi,yi) (i = l , . . . , n ) lie in some sufficiently small 
neighborhood U = I™ x I™ of (xo,?/o). 

b) Show that, if for x G I™ there are points 2/1,2/2 £ Iy such that F(x,y\) = 0 
and F(x, y2) = 0, then for each i G { 1 , . . . , n} there is a point (x, y{) lying on the 
closed interval with endpoints (x, y\) and (x, 2/2) such that 

Fy(x,yi)(y2-yi) = 0 (i = 1,. . . ,n) . 

Show that this implies that y\ = 2/2, that is, if the implicit function / : I™ -» Iy 
exists, it is unique. 

c) Show that if the open ball B(yo; r) is contained in J™, then F(xo, y) ^ 0 for 
112/ — 2/o 11 IR^ = r > 0. 

d) The function ||F(xo,?/)||jri is continuous and has a positive minimum value 
\x on the sphere ||?/ — 2/0 ||R™ = r. 

e) There exists S > 0 such that for ||x — XO||R™ < S we have 

||F(x,j/)||R« > - / x , if | | J / - J /O | |R» =r , 

| |F (X,J / ) | |R« < - / x , if 2/ = 2/0 • 

f) For any fixed x such that ||x — xo|| < 6 the function ||F(x,y)\\$>n attains a 

minimum at some interior point y = f(x) of the open ball \\y — 2/o||]Rn < r, and 

since the matrix F ^ ( x , / ( x ) j is invertible, it follows that F ( X , / ( X ) 1 = 0. This 

establishes the existence of the implicit function / : B(xo; S) -» B(yo;r). 

g) If Ay = f(x + Ax) - f{x), then 

Ay = -[Fy]~1 .[Ff
x]Ax, 

where F'v is the matrix whose rows are the vectors F^(XJ, ?/i), (i = 1 , . . . , n), (xi^yi) 
being a point on the closed interval with endpoints (x,y) and (x -f Ar , 2/ -f Ay). 
The symbol F£ has a similar meaning. 

Show that this relation implies that the function y = f(x) is continuous. 

h) Show that 

/'(*) = - [j? (x, /(*))]_1 • [P'x (X, /(*))] . 
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5. "If /(a: )y,s) = 0 , t h e n f s . g . g = - l . » 

a) Give a precise meaning to this statement. 

b) Verify that it holds in the example of Clapeyron's ideal gas equation 

P-V 
——— = const 

T 

and in the general case of a function of three variables. 

c) Write the analogous statement for the relation / (a? 1 , . . . , # m ) = 0 among m 
variables. Verify that it is correct. 

6. Show that the roots of the equation 

Zn+CiZn~1 +-- + Cn =0 

are smooth functions of the coefficients, at least when they are all distinct. 

8.6 Some Corollaries of the Implicit Function Theorem 

8.6 .1 T h e Inverse F u n c t i o n T h e o r e m 

Def in i t ion 1. A mapping / : U -» V, where U and V are open sub­
sets of Mm , is a C^ -diffeomorphism or a diffeomorphism of smoothness p 
(p = 0 , l , . . . ) , i f 

i ) /eCW(P;n 
2) / is a bijection; 

3) f-1 eC(p\V;U). 

A C(°) -diffeomorphism is called a homeomorphism. 

As a rule, in this book we shall consider only the smooth case, tha t is, 
the case p G N or p = oo. 

The basic idea of the following frequently used theorem is tha t if the 
differential of a mapping is invertible at a point, then the mapping itself is 
invertible in some neighborhood of the point. 

T h e o r e m 1. (Inverse function theorem). / / a mapping f : G -» Mm of a 
domain G C Mm is such that 

1° / G C W ( G ; R r o ) , p > l , 

2° yo = f(x0) at x0 e G, 

3° f(x0) is invertible, 

then there exists a neighborhood U{XQ) C G of XQ and a neighborhood V(yo) 
of yo such that f : U{XQ) -> V(yo) is a C^-diffeomorphism. Moreover, if 
x G U{XQ) and y = f{x) G V(yo), then 

(r'Yiy) = (/'(x))-1. 
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Proof. We rewrite the relation y = f(x) in the form 

F(x,y) = f(x)-y = 0. (8.112) 

The function F(x, y) = f(x) — y is defined for x G G and y G Mm, that is 
it is denned in the neighborhood G x Rm of the point (x0, H o ) G l m x l m 

We wish to solve Eq. (8.112) with respect to x in some neighborhood of 
(#o?2/o)- By hypotheses 1°, 2°, 3° of the theorem the mapping F{x,y) has 
the property that 

F G C ( p ) ( G x M m ; M m ) , p > l , 

F(x0,2/o) = 0 , 

^x(xo,2/o) = / ' (so) is invertible. 

By the implicit function theorem there exist a neighborhood Ix x Iy of 
(#o>2/o) a n d a mapping # G C^p\ly;Ix) such that 

/ (x) - 2/= 0 <* x = 0(y) (8.113) 

for any point (x,y) € Ix x Iy and 

s,(y) = -[^(a:,y)]-1[^(a:,y)]. 

In the present case 

F'x{x,y)=f{x), F*y{x,y) = -E, 

where E is the identity matrix; therefore 

9\V) = (f'WV1 • (8-114) 

If we set V = Iy and U = g(V), relation (8.113) shows that the mappings 
/ : U -^ V and g : V -» U are mutually inverse, that is, g = f~l on V. 

Since V = Iy, it follows that V is a neighborhood of 2/0 • This means that 
under hypotheses 1°, 2°, and 3° the image yo = /(#o) of ^0 ^ G, which is an 
interior point of G, is an interior point of the image f(G) of G. By formula 
(8.114) the matrix g'(yo) is invertible. Therefore the mapping g : V -» U has 
properties 1°, 2°, and 3° relative to the domain V and the point yo G V. 
Hence by what has already been proved x$ = g(yo) is an interior point of 
U = g(V). 

Since by (8.114) hypotheses 1°, 2°, and 3° obviously hold at any point 
y G V, any point x = g(y) is an interior point of U. Thus U is an open (and 
obviously even connected) neighborhood of XQ G Mm. 

We have now verified that the mapping / : U --» V satisfies all the condi­
tions of Definition 1 and the assertion of Theorem 1. • 

We shall now give several examples that illustrate Theorem 1. 
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The inverse function theorem is very often used in converting from one 
coordinate system to another. The simplest version of such a change of co­
ordinates was studied in analytic geometry and linear algebra and has the 
form 

» X \ /a\ •••aL\ / x l \ 

,ymJ ov n 7 X' I 

- > . This linear transformation A:'^x . —y 

if and only if 
y 

or, in compact notation, yj = a\x 
has an inverse A~x : R™ —>> R™ defined on the entire space 

the matrix (a^) is invertible, that is, det(af) ^ 0. 
The inverse function theorem is a local version of this proposition, based 

on the fact that in a neighborhood of a point a smooth mapping behaves 
approximately like its differential at the point. 

Example 1. Polar coordinates. The mapping / -> 
$ 

of the half-plane 
{(p,<p) G R2 | p > 0} onto the plane R2 defined by the formula 

x = p cos (p , 
y = psincp , 

(8.115) 

is illustrated in Fig. 8.5 
The Jacobian of this mapping, as can be easily computed, is p, that is, 

it is nonzero in a neighborhood of any point (p, < )̂, where p > 0. Therefore 
formulas (8.115) are locally invertible and hence locally the numbers p and 
(p can be taken as new coordinates of the point previously determined by the 
Cartesian coordinates x and y. 

The coordinates (p, (p) are a well known system of curvilinear coordinates 
on the plane - polar coordinates. Their geometric interpretation is shown in 
Fig. 8.5. We note that by the periodicity of the functions cos<£ and sin<^ the 
mapping (8.115) is only locally a diffeomorphism when p > 0; it is not bijec-
tive on the entire plane. That is the reason that the change from Cartesian 
to polar coordinates always involves a choice of a branch of the argument (p 
(that is, an indication of its range of variation). 

<P 
7T 

2 

<£o 

Fig. 8.5. 
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Polar coordinates (p, ̂ , (p) in three-dimensional space M3 are called spher­
ical coordinates. They are connected with Cartesian coordinates by the for­
mulas 

z = pcosip , 

y = p sin i\) sin (p , (8.116) 

x = p sin ̂  cos <£ . 
The geometric meaning of the parameters p, V7? a n d <£ is shown in Fig. 8.6. 

$ / 

0 

p 

/ y 

Fig. 8.6. 

The Jacobian of the mapping (8.116) is p2sinip, and so by Theorem 1 
the mapping is invertible in a neighborhood of each point (p, ip, (p) at which 
p > 0 and s in^ ^ 0. 

The sets where p = const, (p = const, or ifr = const in (x, y, z)-space 
obviously correspond to a spherical surface (a sphere of radius p), a half-
plane passing through the z-axis, and the surface of a cone whose axis is the 
z-axis respectively. 

Thus in passing from coordinates (x, y, z) to coordinates (p,^,(p), for 
example, the spherical surface and the conical surface are flattened; they 
correspond to pieces of the planes p = const and ip = const respectively. We 
observed a similar phenomenon in the two-dimensional case, where an arc of 
a circle in the (x, y)-plane corresponded to a closed interval on the line in the 
plane with coordinates (p, (p) (see Fig. 8.5). Please note that this is a local 
straightening. 

In the m-dimensional case polar coordinates are introduced by the rela­
tions 

x1 = pcosfpi , 

x2 = p sin (pi cos (p2 , 

(8.117) 

xm-i _ p S i n ( ^ 1 sin <£2 • • •sin<£m_2COS<£m_i , 
x171 = p sin <pi sin <p2 • • • sin (pm-2 sin (pm-1 . 
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The Jacobian of this transformation is 

pm-l s i n m - 2 ^ s i n m - 3 ^ . . . s i n ^ m _ 2 ? ( 8 J 1 8 ) 

and by Theorem 1 it is also locally invertible everywhere where this Jacobian 
is nonzero. 

Example 2. The general idea of local rectification of curves. New coordinates 
are usually introduced for the purpose of simplifying the analytic expression 
for the objects that occur in a problem and making them easier to visualize 
in the new notation. 

Suppose for example, a curve in the plane R2 is defined by the equation 

F(x,y) = 0. 

Assume that F is a smooth function, that the point (xo, yo) lies on the curve, 
that is, F(xo,yo) — 0, and that this point is not a critical point of F. For 
example, suppose Fy(x,y) ^ 0. 

Let us try to choose coordinates £, rj so that in these coordinates a closed 
interval of a coordinate line, for example, the line rj = 0, corresponds to an 
arc of this curve. 

We set 
£ = x - x0 , rj = F(x, y) . 

The Jacobi matrix 

of this transformation has as its determinant the number F^(x,y), which 
by assumption is nonzero at (xo,yo)- Then by Theorem 1, this mapping is 
a diffeomorphism of a neighborhood of (xo,yo) onto a neighborhood of the 
point (£,??) = (0,0). Hence, inside this neighborhood, the numbers £ and rj 
can be taken as new coordinates of points lying in a neighborhood of (XQ, yo)-
In the new coordinates, the curve obviously has the equation rj = 0, and in 
this sense we have indeed achieved a local rectification of it (see Fig. 8.7). 

0 ^ 

Fig. 8.7. 
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8.6.2 Local Reduction of a Smooth Mapping to Canonical Form 

In this subsection we shall consider only one question of this type. To be 
specific, we shall exhibit a canonical form to which one can locally reduce 
any smooth mapping of constant rank by means of a suitable choice of coor­
dinates. 

We recall that the rank of a mapping / : U -» W1 of a domain U C Mm 

at a point x G U is the rank of the linear transformation tangent to it at the 
point, that is, the rank of the matrix f'(x). The rank of a mapping at a point 
is usually denoted rank/(a;). 

Theorem 2. (The rank theorem). Let f :U -^W1 be a mapping defined in 
a neighborhood U cRm of a point x0 eRm. If f e C ( p ) (^ ; W1), p>l, and 
the mapping f has the same rank k at every point x G U, then there exist 
neighborhoods 0{XQ) of XQ and O(yo) of yo = /(#o) and diffeomorphisms 
u = <p(x), v = tp(y) of those neighborhoods, of class C^p\ such that the 
mapping v = ij) o / o ip~l(u) has the coordinate representation 

(u 1 , . . . , u f c , . . . , u m ) = ui->v = (v 1 , . . . , v n ) = (u 1 , . . . , u f c , 0 , . . . , 0 ) (8.119) 

in the neighborhood 0(u$) = (p(0(xo)) of uo = (p(xo)-

In other words, the theorem asserts (see Fig. 8.8) that one can choose 
coordinates (u1,..., um) in place of (x 1 , . . . , xm) and (v 1 , . . . , vn) in place of 
(y 1 , . . . ,yn) in such a way that locally the mapping has the form (8.119) in 
the new coordinates, that is, the canonical form for a linear transformation 
of rank k. 

<£G 
/ 

^ ^ 

O(x0) O(yo) 

O(uo) O(v0)_ 

ipofoip 1 

Fig. 8.8. 
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Proof. We write the coordinate representation 

y1 = f1(x\...,xm) 

yk = fk(x\...,xm), 
(8.120) 

yn = / n ( z \ . . . , z m ) 

of the mapping / : U --» R™, which is defined in a neighborhood of the point 
XQ G R™. In order to avoid relabeling the coordinates and the neighborhood 
U, we shall assume that at every point x G U, the principal minor of order k 
in the upper left corner of the matrix f'(x) is nonzero. 

Let us consider the mapping defined in a neighborhood U of XQ by the 
equalities 

ul = ^ ( i 1 , . . . , ^ ) = / 1 ( x 1 , . . . , x m ) , 

uk = ipk(x1,...,xm) = fk(x1,...,xm) , 
,fc+i _ ^fc+i/^i ^ f c + 1 (x 1 , . . . , x m ) = xfc+1 , 

um = yjm(a;1 , . . . ,xm) = x m . 

The Jacobi matrix of this mapping has the form 

(df1 

dx1 

of 
dx1 

{ 

df1 

dxk 

dfk 

dxk 

0 

df1 

dxk+1 

dfk 

dxk+l 

1 

0 

df1 

dxm 

dfk 

dxm 

0 

1 

(8.121) 

and by assumption its determinant is nonzero in U. 
By the inverse function theorem, the mapping u = (p(x) is a diffeomor-

phism of smoothness p of some neighborhood 0(XQ) C U of XQ onto a neigh­
borhood O(uo) = (p(0(xo)) of UQ = <p(xo)-
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Comparing relations (8.120) and (8.121), we see that the composite func­
tion g = f otp-1 : O(uo) -» M.y has the coordinate representation 

y = /^-v^- .O = ^. 

„fc+i 
/ * o ^ V , . . . , t t m ) = u* , (8.122) 

y» = f o ^ 1 ^ 1 , . . . , ! * " 1 ) = 0 n ( u V . . , U m ) . 

Since the mapping <£_1 : 0{UQ) -» O(xo) has maximal rank m at each 
point u G O(?xo)j and the mapping / : 0{XQ) -» R™ has rank A; at every 
point x G O(xo), it follows, as is known from linear algebra, that the matrix 
g'(u) = f'{(p~l{u)){^p~l) (u) has rank k at every point u G 0(UQ). 

Direct computation of the Jacobi matrix of the mapping (8.122) yields 

\ 
' 1 

0 

Qgk+1 

du1 

dgn 

\ du1 

0 

1 

dgk+1 

duk 

dg^_ 
duk 

• dgk+1 

• Quk+1 

: dgn 

• Quk+l 

0 

dgk+1 

dum 

dgn 

dum 

dgj 

Hence at each point u G 0(UQ) we obtain —- (u) = 0 for i = k + 1 , . . . , m; 
ou% _ 

j = k + 1 , . . . , n. Assuming that the neighborhood 0{UQ) is convex (which 
can be achieved by shrinking 0{UQ) to a ball with center at UQ, for example), 
we can conclude from this that the functions gi, j = k + 1 , . . . , n, really are 
independent of the variables w f c + 1 , . . . , um. 

After this decisive observation, we can rewrite the mapping (8.122) as 
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y1 = u1 

yk = uk 

y*+l = fl*+l ( „ ! , . . . , „ * ) , 
(8.123) 

yn = gn(ul,...,uk) . 

At this point we can exhibit the mapping ip. We set 

V1 =y1 =: ^l(y) , 

vk+l _ fc+1 
vk = yk =: il>k(y) 

-9k+1(v\---,Vk)=-1>k+1(v), 
(8.124) 

vn = yn-gn(y\---,yk) =: V>n(y). 

It is clear from the construction of the functions gi (j = k +1,..., n) that 
the mapping i\) is defined in a neighborhood of yo and belongs to class C^ 
in that neighborhood. 

The Jacobi matrix of the mapping (8.124) has the form 

/ 

dg' fc+i dg-,fc+i 

dy1 dyk 

\ 

dyk : 0 7 
Its determinant equals 1, and so by Theorem 1 the mapping ij) is a dif-

feomorphism of smoothness p of some neighborhood O(yo) of yo G M.™ onto 

a neighborhood O(v0) = ^(O(y0)) of v0 G K£. 
Comparing relations (8.123) and (8.124), we see that in a neighborhood 

0{UQ) C 0(UQ) of UQ so small that g(0(uo)) C 0(yo)> the mapping T/JO/O^ - 1 : 
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0{UQ) -> Ry is a mapping of smoothness p from this neighborhood onto some 

neighborhood 0{VQ) C 0{VQ) of VQ G R™ and that it has the canonical form 

v1 = ul , 

vn = 0 . 

Setting ip-l{O(u0)) = O(x0) and V > _ 1 ( ° M ) = O(j/o), 
we obtain the 

neighborhoods of xo and yo whose existence is asserted in the theorem. The 
proof is now complete. • 

Theorem 2, like Theorem 1, is obviously a local version of the correspond­
ing theorem from linear algebra. 

In connection with the proof just given of Theorem 2, we make the fol­
lowing remarks, which will be useful in what follows. 
Remark 1. If the rank of the mapping / : U -» W1 is n at every point of the 
original neighborhood U C Mm, then the point yo = f(xo), where Xo G U, is 
an interior point of f(U), that is, f(U) contains a neighborhood of this point. 

Proof. Indeed, from what was just proved, the mapping ifrofoip-1 : 0{UQ) -» 
O(vo) has the form 

(u\ . . . , un,..., um) = u h-> v = (v1,..., vn) = (u1,..., un) , 

in this case, and so the image of a neighborhood of ^o = < (̂#o) contains some 
neighborhood oivo = ^ofo (p~l(u$). 

But the mappings (p : 0{XQ) —>> 0{UQ) and ip : O(yo) -* 0(VQ) are diffeo-
morphisms, and therefore they map interior points to interior points. Writing 
the original mapping / as / = V - 1 ° (V7 ° / ° ^ _ 1 ) ° ^? w e conclude that 
yo = f(xo) is an interior point of the image of a neighborhood of XQ. D 

Remark 2. If the rank of the mapping / : U -» W1 is k at every point of a 
neighborhood U and k < n, then, by Eqs. (8.120), (8.124), and (8.125), in 
some neighborhood of x$ G U C Mm the following n — k relations hold: 

f{x\...,ar)=gi(f1{x\...,xm),..., fk (x\...,xm)) 

(t = fc + l , . . . , n ) . (8.126) 

These relations are written under the assumption we have made that the 
principal minor of order k of the matrix f'(xo) is nonzero, that is, the rank k 
is realized on the set of functions Z 1 , . . . , fk. Otherwise one may relabel the 
functions f 1 , . . . , fn and again have this situation. 
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8.6.3 Functional Dependence 

Definition 2. A system of continuous functions fl(x) = ft(x1,...,xrn) 
(i = l , . . . , n ) is functionally independent in a neighborhood of a point 
XQ = ( x j , . . . , XQ1) if for any continuous function F(y) = F(y1

1..., yn) de­
fined in a neighborhood of y0 = (s/J,..., y$) = (/H^o), • • •, /n(^o)) = /(^o), 
the relation 

F(f\x\...,xm),...Jn(x1,...,xm))=0 

is possible at all points of a neighborhood of XQ only when F(y1,..., yn) = 0 
in a neighborhood of yo-

The linear independence studied in algebra is independence with respect 
to linear relations 

F(j / 1 , . . . , j / n) = Aij/1 + ..- + A n j / n . 

If a system is not functionally independent, it is said to be functionally 
dependent. 

When vectors are linearly dependent, one of them obviously is a linear 
combination of the others. A similar situation holds in the relation of func­
tional dependence of a system of smooth functions. 

Proposition 1. If a system fl(xl,..., xm) (i = 1 , . . . , n) of smooth func­
tions defined on a neighborhood U{XQ) of the point XQ G M™ is such that the 
rank of the matrix 

( df_ df1 \ 
dx1 '" dxn 

\x) 

dfn dfn 

\'dxT '" ~dx™ ) 
is equal to the same number k at every point x G U, then 

a) when k = n, the system is functionally independent in a neighborhood 
ofx0; 

b) when k < n, there exist a neighborhood of x$ and k functions of the 
system, say Z 1 , . . . , fk such that the other n — k functions can be represented 
as 

fi(x\...,xm)=gi(f1(x\...,xm),...,fk(x1,...,xm)) 

in this neighborhood, where gl(y1,..., yk), (i = k +1,..., n) are smooth func­
tions defined in a neighborhood of yo = (f1(xo),... , /n(xo)) and depending 
only on k coordinates of the variable point y = (y 1 , . . . , yn). 

Proof. In fact, if k = n, then by Remark 1 after the rank theorem, the image 
of a neighborhood of the point XQ under the mapping 
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y1 = f\x\...,xm), 

(8.127) 

yn = fn(x\...,xm) 

contains a neighborhood of yo = f(xo). But then the relation 

F(f(x\...,xm)>...Jn(x1,...,xm))=0 

can hold in a neighborhood of XQ only if 

F(y\...,yn) = 0 

in a neighborhood of yo> This proves assertion a). 
If k < n and the rank k of the mapping (8.127) is realized on the func­

tions Z 1 , . . . , / * , then by Remark 2 after the rank theorem, there exists a 
neighborhood of yo = f(xo) and n — k functions gl(y) = gl(y1,... ,yk) 
(i = fc + l , . . . , n ) , defined on that neighborhood, having the same order 
of smoothness as the functions of the original system, and such that relations 
(8.126) hold in some neighborhood of XQ. This proves b). • 

We have now shown that if k < n there exist n — k special functions 
Fl(y) — V%— 9l(yl, • • •»Vk) (i = & + 1 , . . . , n) that establish the relations 

Fi(f1(x),...Jk(x),fi(x))=0 (i = fc + l , . . . , n ) 

between the functions of the system f 1 , . . . , f k , . . . , fn in a neighborhood of 
the point x$. 

8.6.4 Local Resolution of a Diffeomorphism 
into a Composition of Elementary Ones 

In this subsection we shall show how, using the inverse function theorem, one 
can represent a diffeomorphic mapping locally as a composition of diffeomor-
phisms, each of which changes only one coordinate. 

Definition 3. A diffeomorphism g : U —> Mm of an open set U C Mm will 
be called elementary if its coordinate representation is 

y* = xl , i e { l , . . . , r a } , i^j, 

yl =gt(x\...,xm), 

that is, under the diffeomorphism g : U —> Rm only one coordinate of the 
point being mapped is changed. 
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Proposition 2. / / / : G —> Mm is a diffeomorphism of an open set G C Rm , 
then for any point XQ G G there is a neighborhood of the point in which 
the representation f = g\ o • • • o gn holds, where g\,... ,gn are elementary 
diffeomorphisms. 

Proof We shall verify this by induction. 
If the original mapping / is itself elementary, the proposition holds triv­

ially for it. 
Assume that the proposition holds for diffeomorphisms that alter at most 

(k — 1) coordinates, where k — 1 < n. Now consider a diffeomorphism / : G -» 
Mm that alters k coordinates: 

y1 = 

yk = 

ym = 

/V>--

/ f e (z \ -
Xk+1 , 

x m . 

. , x m ) , 

. , x m ) , 
(8.128) 

We have assumed that it is the first k coordinates that are changed, which 
can be achieved by linear changes of variable. Hence this assumption causes 
no loss in generality. 

Since / is a diffeomorphism, its Jacobi matrix f'(x) is nondegenerate at 
each point, for 

{riy(f{x)) = [n*)Y 
Let us fix XQ G G and compute the determinant of f'(xo): 

i - i 

9 / 1 

dx1 

dfk 

9x i 

9 / i 

dxk 

dfk 

dxk 

0 

9 / i 

dxk+i 

dfk 

dxk+i 

1 

0 

9 / i 

9xm 

dfk 

dxm 

0 

1 

(x0) 

9/i 
dx1 

dx1 

dxk 

dxk 

(x0) + 0 

Thus one of the minors of order k — 1 of this last determinant must be 
nonzero. Again, for simplicity of notation, we shall assume that the principal 
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minor of order k — 1 is nonzero. Now consider the auxiliary mapping g : G —> 
Mm defined by the equalities 

u1 = / V , . . . , a ; m ) , 

, / c - l 

uk = xk 
fk-\x\...,x™) (8.129) 

U"" = X" 

Since the Jacobian 

df1 df1
 : df1 

dx1 dxk~l ' dxk 
df1 

dxm 

df k-l df k-l df k-l df k-l 

dx1 dxk~1 dxk dx" 

0 1 

(*o) 

df_ 
dx1 

dx1 

df1 

gxk-i 

Qfk-1 Qfk-

dxk~x 

(^o)^O 

of the mapping g : G -> Mm is nonzero at XQ G G, the mapping g is a 
diffeomorphism in some neighborhood of xQ. 

Then, in some neighborhood of u$ = #(#o) the mapping inverse to g, 
x = g~l{u), is defined, making it possible to introduce new coordinates 
(u1,..., um) in a neighborhood of x$. 

Let h = f o g~l. In other words, the mapping y = h(u) is the mapping 
(8.128) y = f(x) written in ^-coordinates. The mapping /i, being the compo­
sition of diffeomorphisms, is a diffeomorphism of some neighborhood of UQ. 
Its coordinate expression obviously has the form 

y1 = f1 °g~l(u) = ul, 

yk 1 _ jk lQg l ^ = u k - l 

yk = fkog-1(u) , 
,/fc+l ,/c+l 

that is, h is an elementary diffeomorphism. 
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But / = h o g, and by the induction hypothesis the mapping g defined by 
(8.129) can be resolved into a composition of elementary diffeomorphisms. 
Thus, the diffeomorphism / , which alters k coordinates, can also be resolved 
into a composition of elementary diffeomorphisms in a neighborhood of x$, 
which completes the induction. • 

8.6.5 Morse's Lemma 

This same circle of ideas contains an intrinsically beautiful lemma of Morse9 

on the local reduction of smooth real-valued functions to canonical form in a 
neighborhood of a nondegenerate critical point. This lemma is also important 
in applications. 

Definition 4. Let XQ be a critical point of the function / G C^(U;M) 
defined in a neighborhood U of this point. 

The critical point x$ is a nondegenerate critical point of f if the Hessian 
d2f 

of the function at that point (that is, the matrix 0 . 0 .(xo) formed from 
ox%ox3 

the second-order partial derivatives) has a nonzero determinant. 

If xo is a critical point of the function, that is, f'(xo) = 0, then by Taylor's 
formula 

f(x)-f(x0) = I ^ r ^ ^ o X * * - ^ -4) + o(\\x-x0f) . (8.130) 

Morse's lemma asserts that one can make a local change of coordinates x = 
g(y) such that the function will have the form 

( / o g){y) - f(x0) = -(y1)2 {ykf + (yk+1)2 + ••• + {ymf 

when expressed in y-coordinates. 
If the remainder term o(\\x — £o||2) were not present on the right-hand 

side of Eq. (8.130), that is, the difference f(x) — f(xo) were a simple quadratic 
form, then, as is known from algebra, it could be brought into the indicated 
canonical form by a linear transformation. Thus the assertion we are about 
to prove is a local version of the theorem on reduction of a quadratic form 
to canonical form. The proof will use the idea of the proof of this algebraic 
theorem. We shall also rely on the inverse function theorem and the following 
proposition. 

Hadamard's lemma. Let f : U —> R be a function of class C^P\U;M), 
p > 1, defined in a convex neighborhood U of the point 0 = (0, . . . ,0 ) G 

H. CM.Morse (1892-1977) - American mathematician; his main work was de­
voted to the application of topological methods in various areas of analysis. 
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Rm and such that /(0) = 0. Then there exist functions g{ G C^-^(U\M) 
(i = 1 , . . . , m) such that the equality 

m 

f(x\ ..., sm) = JV^a:1 , . . . , *m) (8-131) 
2 = 1 

holds in U, and g%{Q) = ^r(O)-

Proof. Equality (8.131) is essentially another useful expression for Taylor's 
formula with the integral form of the remainder term. It follows from the 
equalities 

/(*V..,*™) = | d / ( ^ 
o i=1 o 

if we set 

l 

9i(x\...,xm) = J ^(tx\...,txm)dt (t = l , . . . , m ) . 

o 

The fact that < (̂0) = J^r(0) (i = 1 , . . . , ra) is obvious, and it is also not 
difficult to verify that gi G C^ - 1^(t/ ; R). However, we shall not undertake the 
verification just now, since we shall later give a general rule for differentiating 
an integral depending on a parameter, from which the property we need for 
the functions gi will follow immediately. 

Thus, up to this verification, Hadamard's formula (8.131) is proved. • 

Morse 's lemma. If f : G —> R is a function of class C^ (G; R) defined on 
an open set G C Rm and Xo G G is a nondegenerate critical point of that 
function, then there exists a diffeomorphism g : V —> U of some neighborhood 
of the origin 0 in Rm onto a neighborhood U of Xo such that 

(/°9){y) = /(*„) - [(y1)2 + ••• + (yk)2} + [(yk+1)2 + ••• + (ym)2} 

for all y G V. 

Proof. By linear changes of variable we can reduce the problem to the case 
when xo = 0 and f(xo) = 0, and from now on we shall assume that these 
conditions hold. 

Since xo = 0 is a critical point of / , we have gi(0) = 0 in formula (8.131) 
(i = 1 , . . . , m). Then, also by Hadamard's lemma, 

771 

g%\x , . . . , x ) = y ^ x tiij[x , . . . , x ) , 
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where hij are smooth functions in a neighborhood of 0 and consequently 

771 

/ ( x \ . . . , x m ) = Y^ z V ' M x \ . . . , x m ) . (8-132) 

By making the substitution hij = \{hij + hji) if necessary, we can assume 
that h^ = hji. We remark also that, by the uniqueness of the Taylor expan-

d2f 
sion, the continuity of the functions hij implies that hij (0) = . (0) and 

ux Ox-* 
hence the matrix (ftij(0)) is nondegenerate. 

The function / has now been written in a manner that resembles a 
quadratic form, and we wish, so to speak, to reduce it to diagonal form. 

As in the classical case, we proceed by induction. 
Assume that there exist coordinates u1,..., um in a neighborhood U\ of 

0 G Mm, that is, a diffeomorphism x = <p(u), such that 

771 

( / o <p)(u) = ±(u1)2 ± • • • ± (n1"1)2 + J2 ^JHij(u\ . . . ,u m ) (8.133) 
i,j=r 

in the coordinates u1,..., um, where r > 1 and Hij = Hji. 
We observe that relation (8.133) holds for r = 1, as one can see from 

(8.132), where Hi5 = hy. 
771 

By the hypothesis of the lemma the quadratic form J2 xl&hij(0) is 

nondegenerate, that is, det (fcij(O)) ^ 0. The change of variable x = (p(u) is 
carried out by a diffeomorphism, so that det<//(0) ^ 0. But then the matrix 

771 

of the quadratic form ±(u1)2 ± • • • ± {ur~1)2 + ^ ulujHij(0) obtained from 
i,j=r 

the matrix (/i^(0)) through right-multiplication by the matrix <//(0) and left-
multiplication by the transpose of y/(0) is also nondegenerate. Consequently, 
at least one of the numbers Hij(0) ( i , j = r , . . . , TO) is nonzero. By a linear 

771 

change of variable we can bring the form J^ ulu^Hij(0) to diagonal form, 
i,j=r 

and so we may assume that Hrr(0) ^ 0 in Eq. (8.133). By the continuity 
of the functions Hij(u) the inequality Hrr(u) ^ 0 will also hold in some 
neighborhood of u = 0. 

Let us set ipiu1,... ,um) = y/\Hrr(u)\. Then the function V> belongs to 
the class C^^L^jM) m some neighborhood U2 C U\ of u = 0. We now change 
to coordinates ( i ; 1 , . . . , vm) by the formulas 
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The Jacobian of the transformation (8.134) at u = 0 is obviously equal 
to ^(0), that is, it is nonzero. Then by the inverse function theorem we can 
assert that in some neighborhood Us C U2 of u = 0 the mapping v = ip(u) 
denned by (8.134) is a diffeomorphism of class C^1\Us;Wrn) and therefore 
the variables ( i ; 1 , . . . , vm) can indeed serve as coordinates of points in Us. 

We now separate off in Eq. (8.133) all terms 

771 

ururHrr(u\...,um) + 2 ]T urujHrj(u\...,um) , (8.135) 
j=r+l 

containing ur. In the expression (8.135) for the sum of these terms we have 
used the fact that Hij = Hji. 

Comparing (8.134) and (8.135), we see that we can rewrite (8.135) in the 
form 

±vW-^r(j^uiHir{u\...,um)f . 
rr i>r 

The ambiguous sign ± appears in front of vrvr because Hrr = ±(V>)2, the 
positive sign being taken if Hrr > 0 and the negative sign if Hrr < 0. 

Thus, after the substitution v = ip(u), the expression (8.133) becomes the 
equality 

r 

(/oV?oV»-1)(r;) = X ; [ ± ( t ; < ) 2 ] + X ) T , V ^ i ( t , 1 ' - - - ' T , m ) ' 
2=1 i,j>r 

where H^ are new smooth functions that are symmetric with respect to the 
indices i and j . The mapping (po^1 is a diffeomorphism. Thus the induction 
from r — 1 to r is now complete, and Morse's lemma is proved. • 

8.6.6 Problems and Exercises 

1. Compute the Jacobian of the change of variable (8.118) from polar coordinates 
to Cartesian coordinates in Rm. 

2. a) Let xo be a noncritical point of a smooth function F : U -> R defined in 
a neighborhood U of xo = (x j , . . . ^o1) £ Rm- Show that in some neighbor hod 
U C U of xo one can introduce curvilinear coordinates ( £ \ . . . ,£m) such that the 
set of points defined by the condition F(x) = F(xo) will be given by the equation 
£m = 0 in these new coordinates. 

b) Let <̂,V> e C(fc)(D;R), and suppose that (<p(x) = o) => (tp(x) = o) in the 
domain D. Show that if grad ip ^ 0, then there is a decomposition ^ = 0 • ip in D, 
where ^GC ( fc_1)(D;R). 

3. Let / : R2 —> R2 be a smooth mapping satisfying the Cauchy-Riemann equa­
tions 

dx1 dx2 ' dx2 dx1 
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a) Show that the Jacobian of such a mapping is zero at a point if and only if 
}'{x) is the zero matrix at that point. 

b) Show that if / ' (x ) ^ 0, then the inverse / _ 1 to the mapping / is defined in 
a neighborhood of / and also satisfies the Cauchy-Riemann equations. 

4. Functional dependence (direct proof). 

a) Show that the functions 7r*(x) = x% (i = 1 , . . . ,ra), regarded as functions of 
the point x = ( x 1 , . . . , x m ) £ Rm , form an independent system of functions in a 
neighborhood of any point of Rm . 

b) Show that, for any function / £ C(Rm ; R) the system 7T1,..., 7rm, / is func­
tionally dependent. 

c) If the system of smooth functions f 1 , . . . , /fc, k < ra, is such that the rank 
of the mapping / = ( /* , . . . , fk) equals k at a point xo = (x£, • •. , x™) £ Rm , then 
in some neighborhood of this point one can complete it to an independent system 
f 1 , . . . , / m consisting of m smooth functions. 

d) If the system 

? = fi(x1,...,xm) (» = l , . . . , m ) 

of smooth functions is such that the mapping / = ( /* , . . . , / m ) has rank m at the 
point xo = ( x j , . . . , XQ1), then the variables (£*, . . . , £m) can be used as curvilinear 
coordinates in some neighborhood U{XQ) of xo, and any function (p : U(xo) —>- R 

can be written as <p(x) = F ( / 1 ( x ) , . . . , / m ( x ) j , where F = ip o / _ 1 . 

e) The rank of the mapping provided by a system of smooth functions is also 
called the rank of the system. Show that if the rank of a system of smooth functions 
/ ^ x 1 , . . . , x m ) (i = 1 , . . . , k) is k and the rank of the system f 1 , . . . , / m , y? is also 

k at some point xo £ Rm , then <p(x) = F( / 1 ( X ) , . . . , fk(x)) in a neighborhood of 

the point. 
H i n t : Use c) and d) and show that 

F(f\...,r) = F(f\...jk). 

5. Show that the rank of a smooth mapping / : Rm —>- Rn is a lower semicontinuous 
function, that is rank/ (x) > rank/(xo) in a neighborhood of a point xo £ Rm . 

6. a) Give a direct proof of Morse's lemma for functions / : R —> R. 

b) Determine whether Morse's lemma is applicable at the origin to the following 
functions: 

/ (x ) = x3 ; / (x ) = xsin - ; / (x) = e~1/x sin2 - ; 
x x 

/ (x , y) = x3 - 3xy2 ; / (x , y) = x2 . 

c) Show that nondegenerate critical points of a function / £ C ^ ( R m ; R ) are 
isolated: each of them has a neighborhood in which it is the only critical point of / . 

d) Show that the number k of negative squares in the canonical representation 
of a function in the neighborhood of a nondegenerate critical point is independent 
of the reduction method, that is, independent of the coordinate system in which the 
function has canonical form. This number is called the index of the critical point. 
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8.7 Surfaces in Rn and the Theory 
of Extrema with Constraint 

To acquire an informal understanding of the theory of extrema with con­
straint, which is important in applications, it is useful to have some elemen­
tary information on surfaces (manifolds) in Rn . 

8.7.1 fc-Dimensional Surfaces in R n 

Generalizing the concept of a law of motion of a point mass x = x(£), we have 
previously introduced the concept of a path in Rn as a continuous mapping 
r : / —> Rn of an interval / C R. The degree of smoothness of the path was 
denned as the degree of smoothness of this mapping. The support r(I) C Rn 

of a path can be a rather peculiar set in Rn , which it would be a great stretch 
to call a curve in some instances. For example, the support of a path might 
be a single point. 

Similarly, a continuous or smooth mapping / : Ik —> Rn of a ^-dimensional 
interval Ik C Rfc, called a singular k-cell in Rn , may have as its image f(Ik) 
not at all what one would like to call a ^-dimensional surface in Rn . For 
example, it might again be simply a point. 

In order for a smooth mapping / : G —> Rn of a domain G C Rfc to 
define a ^-dimensional geometric figure in Rn whose points are described by 
k independent parameters (t1,.. .,tk) G G, it suffices, as we know from the 
preceding section, to require that the rank of the mapping / : G —> Rn be k at 
each point t e G (naturally, k < n). In that case the mapping / : G —> f(G) 
is locally one-to-one (that is, in a neighborhood of each point t G G). 

Indeed, suppose rank/(to) = k and this rank is realized, for example, on 
the first k of the n functions 

(x^=f\t\...,tk), 

\ (8.136) 

Un = r{t\...,tk) 

that define the coordinate expressions for the mapping / : G —> Rn . 
Then, by the inverse function theorem the variables t1,..., tk can be ex­

pressed in terms of x 1 , . . . ,xfc in some neighborhood U(to) of to. It follows 
that the set f(U(to)) can be written as 

XM-1 = ^M-l(xl, . . . , x*) , . . . , x» = ^"(xl, . . . , x*) 

(that is, it projects in a one-to-one manner onto the coordinate plane of 
x 1 , . . . ,xfc), and therefore the mapping / : U(to) —> f(U(to)) is indeed one-
to-one. 

However, even the simple example of a smooth one-dimensional path 
(Fig. 8.9) makes it clear that the local injectivity of the mapping / : G —> Rn 
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Fig. 8.9. 

from the parameter domain G into Rn is by no means necessarily a global 
injectivity. The trajectory may have multiple self-intersections, so that if we 
wish to define a smooth ^-dimensional surface in Rn and picture it as a set 
that has the structure of a slightly deformed piece of a ^-dimensional plane 
(a ^-dimensional subspace of Rn) near each of its points, it is not enough 
merely to map a canonical piece G C Efc of a ^-dimensional plane in a reg­
ular manner into Rn . It is also necessary to be sure that it happens to be 
globally imbedded in this space. 

Definition 1. We shall call a set S C Rn a k-dimensional smooth surface in 
Rn (or a k-dimensional submanifold of Rn) if for every point xo G S there 
exist a neighborhood U(xo) in Rn and a diffeomorphism (p : U(xo) —> In of 
this neighborhood onto the standard n-dimensional cube In = {t G Rn | \tl\ < 
1, i = 1 , . . . , n} of the space Rn under which the image of the set SDU(xo) is 
the portion of the ^-dimensional plane in Rn denned by the relations tk+1 = 
0 , . . . , tn = 0 lying inside In (Fig. 8.10). 

U(x0) 

- 1 

1 

-1 

0 

/ 

r 

I t1 

Fig. 8.10. 



8.7 Surfaces in Rn and Constrained Extrema 519 

We shall measure the degree of smoothness of the surface S by the degree 
of smoothness of the diffeomorphism (p. 

If we regard the variables t1,..., tn as new coordinates in a neighborhood 
of U(XQ), Definition 1 can be rewritten briefly as follows: the set S C Rn is 
a ^-dimensional surface (^-dimensional submanifold) in Rn if for every point 
xo G S there is a neighborhood U(xo) and coordinates t 1 , . . . , ^ 1 in U(xo) 
such that in these coordinates the set S D U(XQ) is defined by the relations 

tk+1 = ... = tn = 0. 

The role of the standard n-dimensional cube in Definition 1 is rather 
artificial and approximately the same as the role of the standard size and 
shape of a page in a geographical atlas. The canonical location of the interval 
in the coordinate system t1,..., tn is also a matter of convention and nothing 
more, since any cube in Rn can always be transformed into the standard 
n-dimensional cube by an additional linear diffeomorphism. 

We shall often use this remark when abbreviating the verification that a 
set S C Rn is a surface in Rn . 

Let us consider some examples. 

Example 1. The space Rn itself is an n-dimensional surface of class C^°°\ As 
the mapping (p : Rn —> In here, one can take, for example, the mapping 

2 
C = — arctan x% (i = 1 , . . . , n) 

7T 

Example 2. The mapping constructed in Example 1 also establishes that the 
subspace of the vector space Rn defined by the conditions xfc+1 = • • • = xn = 
0 is a ^-dimensional surface in Rn (or a ^-dimensional submanifold of R n ) . 

Example 3. The set in Rn defined by the system of relations 

a\xx + • • • + a\xk + <4+1xfc+1 + * *' + o}nx
n = 0 , 

provided this system has rank n — &, is a ^-dimensional submanifold of ] 
Indeed, suppose for example that the determinant 

Zfc+1 ' ' ' an 

1
n~k . . . n71 

is nonzero. Then the linear transformation 
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t1 = x1 , 

t* = xK , 
**+* = alx1 + • • • + a\xn , 

tn = a?~V + + aV;-kxn 

is obviously nondegenerate. In the coordinates t1,..., tn the set is denned by 
the conditions tk+1 = • • • = tn = 0, already considered in Example 2. 

Example 4- The graph of a smooth function xn = / ( x 1 , . . . , x n _ 1 ) denned in 
a domain G C R n - 1 is a smooth (n — l)-dimensional surface in Rn . 

Indeed, setting 

t% = x% (i = l , . . . , n - 1) , 

we obtain a coordinate system in which the graph of the function has the 
equation tn = 0. 

Example 5. The circle x2 + y2 = 1 in R2 is a one-dimensional submanifold of 
R2, as is established by the locally invertible conversion to polar coordinates 
(p, <p) studied in the preceding section. In these coordinates the circle has 
equation p = 1. 

Example 6. This example is a generalization of Example 3 and at the same 
time, as can be seen from Definition 1, gives a general form for the coordinate 
expression of submanifolds of Rn . 

Let Fl(x1
1..., xn) (i = 1 , . . . , n — k) be a system of smooth functions of 

rank n — k. We shall show that the relations 

f F 1 (x 1 , . . . , x f c , x f c + 1 , . . . , x n ) = 0 , 

(8.137) 

•pn—ktrA (x 1 , . . . , x f c , x f c + 1 , . . . , x n ) = 0 

define a ^-dimensional submanifold S in Rn . 
Suppose the condition 

OF1 OF1 

dxk+i 

Qjpn-k 

dx^1 

dxn 

dF n—k 

dx71 

(x0) # 0 (8.138) 
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holds at a point XQ G S. Then by the inverse function theorem the transfor­
mation 

(ti = xi ( t = l , . . . , f c ) , 

\t* = Fi-k(x\...,xn) (t = fc + l , . . . , ra) 

is a difFeomorphism of a neighborhood of this point. 
In the new coordinates t1,..., tn the original system will have the form 

tk+1 = - - - = tn = 0; thus, S is a ^-dimensional smooth surface in Rn . 

Example 7. The set E of points of the plane R2 satisfying the equation x2 — 
y2 = 0 consists of two lines that intersect at the origin. This set is not a one-
dimensional submanifold of R2 (verify this!) precisely because of this point 
of intersection. 

If the origin 0 E R2 is removed from E, then the set E \ 0 will now 
obviously satisfy Definition 1. We remark that the set E\0 is not connected. 
It consists of four pairwise disjoint rays. 

Thus a ^-dimensional surface in Rn satisfying Definition 1 may happen 
to be a disconnected subset consisting of several connected components (and 
these components are connected ^-dimensional surfaces). A surface in Rn is 
often taken to mean a connected ^-dimensional surface. Just now we shall be 
interested in the problem of finding extrema of functions denned on surfaces. 
These are local problems, and therefore connectivity will not manifest itself 
in them. 

Example 8. If a smooth mapping / : G —> Rn of the domain G C Rn denned 
in coordinate form by (8.136) has rank k at the point to G G, then there 
exists a neighborhood U(to) C G of this point whose image f(U(t0)) C Rn 

is a smooth surface in Rn . 
Indeed, as already noted above, in this case relations (8.136) can be re­

placed by the equivalent system 

I (8.139) 

[ xn = (^(x1 , . . . ,^) 

in some neighborhood U(to) of to G G. (For simplicity of notation, we assume 
that the system / * , . . . , fk has rank k.) Setting 

F^x1,..., xn) = xk+i - <pk+1 (x\...,xk) (t = 1 , . . . , n - k) , 

we write the system (8.139) in the form (8.137). Since relations (8.138) are sat­
isfied, Example 6 guarantees that the set f(U(to)) is indeed a ^-dimensional 
smooth surface in Rn . 
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8.7.2 The Tangent Space 

In studying the law of motion x = x(t) of a point mass in R3, starting from 
the relation 

x(t) = x(0) + x'(0)t + o(t) as t-+0 (8.140) 

and assuming that the point t = 0 is not a critical point of the mapping 
R 3 t 4 x(t) G R3, that is, x'(0) ^ 0, we denned the line tangent to the 
trajectory at the point x(0) as the linear subset of R3 given in parametric 
form by the equation 

x-x0 = x'(0)t (8.141) 

or the equation 
x-x0=£'t, (8.142) 

where xo = x(0) and £ = x'(0) is a direction vector of the line. 
In essence, we did a similar thing in defining the tangent plane to the 

graph of a function z = f(x,y) in R3. Indeed, supplementing the relation 
z = / (x , y) with the trivial equalities x = x and y = y, we obtain a mapping 
R2 3 (x, y) H-> (x,2/, f(x,y)) G R3 to which the tangent at the point (xo,2/o) 
is the linear mapping 

(Xy-Xy°o) = ( I °i )(x'l°), (8.143) 

where z0 = f(x0,y0). 
Setting t = (x — Xo,y — yo) and x = (x — xo,y — yo,z — zo) here, and 

denoting the Jacobi matrix in (8.143) for this transformation by x'(0), we 
remark that its rank is two and that in this notation relation (8.143) has the 
form (8.141). 

The peculiarity of relation (8.143) is that only the last equality in the set 
of three equalities 

{ x — xo = x — xo , 
y - yo = y - yo, (8.144) 

z-zo = f'x(xo,yo)(x - xo) + fy(x0,y - 0)(y - yo) , 
to which it is equivalent is a nontrivial relation. That is precisely the reason 
it is retained as the equation denning the plane tangent to the graph of 
z = f(x,y) at (xo,y0,z0). 

This observation can now be used to give the definition of the k-
dimensional plane tangent to a ^-dimensional smooth surface S C Rn . 

It can be seen from Definition 1 of a surface that in a neighborhood of 
each of its points Xo G S a /^-dimensional surface S can be denned para-
metrically, that is, using mappings Ik 3 ( t 1 , . . . , ^ ) h-> (x 1 , . . . ,xn) G S. 
Such a parametrization can be taken to be the restriction of the mapping 
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if 1 : In -> U(xo) to the ^-dimensional plane tk+1 = • • • = tn = 0 (see 
Fig. 8.10). 

Since (p~x is a diffeomorphism, the Jacobian of the mapping <p~x : In —> 
U(xo) is nonzero at each point of the cube In. But then the mapping Ik 3 
(t1,..., tk) h-> (x 1 , . . . , xn) G S obtained by restricting (p~x to this plane must 
also have rank k at each point of Ik. 

Now setting ( t 1 , . . . ,tk) = t G Ik and denoting the mapping Ik 3 t »-» x G 
5 by x = x(£), we obtain a local parametric representation of the surface S 
possessing the property expressed by (8.140), on the basis of which we take 
Eq. (8.141) as the equation of the tangent space or tangent plane to the 
surface S C Rn at x0 G S. 

Thus we adopt the following definition. 

Definition 2. If a ^-dimensional surface 5 c M n , l < & < n , is denned 
parametrically in a neighborhood of Xo G S by means of a smooth mapping 
( t 1 , . . . , tk) = t^x= ( x 1 , . . . , xn) such that Xo = x(0) and the matrix 2/(0) 
has rank &, then the ^-dimensional surface in Rn denned parametrically by 
the matrix equality (8.141) is called the tangent plane or tangent space to the 
surface S at XQ G S. 

In coordinate form the following system of equations corresponds to Eq. 
(8.141): 

dx1
 /rtX i dx1 

(8.145) 

- 1 - 4 = Sr(0)i1 + -- + S(°)ife 

We shall denote10 the tangent space to the surface S at x G 5, as before, by 
TSX. 

An important and useful exercise, which the reader can do independently, 
is to prove the invariance of the definition of the tangent space and the 
verification that the linear mapping t h-> x'(0)t tangent to the mapping t h-> 
x(t), which defines the surface S locally, provides a mapping of the space 
Efc = TRQ onto the plane T5x(o) (see Problem 3 at the end of this section). 

Let us now determine the form of the equation of the tangent plane to the 
^-dimensional surface S denned in Rn by the system (8.137). For definiteness 
we shall assume that condition (8.138) holds in a neighborhood of the point 
x0 G 5. 

Setting ( x \ . . . , x f c ) = u, (x f c + 1 , . . . ,xn) = v, ( F 1 , . . . ,Fn~k) = F , we 
write the system (8.137) in the form 

F(u,v) = 0, (8.146) 

This is a slight departure from the usual notation TXS or TX(S). 
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and (8.138) as 
detF^u,v)^0. (8.147) 

Using the implicit function theorem, in a neighborhood of the point 
(uo,vo) = (XQ, . . . ,Xo,Xo+1 , . . . ,XQ) we pass from relation (8.146) to the 
equivalent relation 

v = / («) , (8.148) 

which, when we supplement it with the identity u — u, yields the parametric 
representation of the surface S in a neighborhood of x$ G S: 

u, 
(8.149) 

On the basis of Definition 2 we obtain from (8.149) the parametric equa­
tion 

u — UQ = E • t , 
(8.150) 

v-vo = f'(u0) • t 

of the tangent plane; here E is the identity matrix and t = u — UQ. 
Just as was done in the case of the system (8.144), we retain in the system 

(8.150) only the nontrivial equation 

v-v0 = f'(uo)(u - u0) , (8.151) 

which contains the connection of the variables x 1 , . . . , xk with the variables 
x f c + 1 , . . . , xn that determine the tangent space. 

Using the relation 

/ ' (n 0 ) = - [ ^ ( t*o ,«o ) ] _ 1 [K(«o ,^ ) ] , 

which follows from the implicit function theorem, we rewrite (8.151) as 

F'U(UQ, V0)(U - u0) 4- F'V[UQ, V0)(V - v0) = 0 , 

from which, after returning to the variables (x 1 , . . . ,x n) = x, we obtain the 
equation we are seeking for the tangent space TSXQ C ]Rn, namely 

F^xo)(x-xo) = 0. (8.152) 

In coordinate representation Eq. (8.152) is equivalent to the system of 
equations 

^ ( z o ) ( z 1 - 4 ) + --- + ^ ( z o ) ( z " - * o l ) = 0 ) 

(8.153) 

apn-fc f)pn-k 
-^-(xo^x1 -xl) + ... + -B-;r(Xo)(x

n - xn
0) = 0 . 
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By hypothesis the rank of this system is n — /c, and hence it defines a 
/c-dimensional plane in E n . 

The affine equation (8.152) is equivalent (given the point x$) to the vector 
equation 

F^(xo)^ = 0, (8.154) 

in which £ = x — x$. 
Hence the vector £ lies in the plane TSXo tangent at xo G S to the surface 

5 c l n defined by the equation F(x) = 0 if and only if it satisfies condition 
(8.154). Thus TSXo can be regarded as the vector space consisting of the 
vectors £ that satisfy (8.154). 

It is this fact that motivates the use of the term tangent space. 
Let us now prove the following proposition, which we have already en­

countered in a special case (see Sect. 6.4). 

Proposition. The space TSXo tangent to a smooth surface S C M.n at a point 
xo G S consists of the vectors tangent to smooth curves lying on the surface 
S and passing through the point x$. 

Proof. Let the surface S be defined in a neighborhood of the point x$ G S 
by a system of equations (8.137), which we write briefly as 

F{x) = 0 , (8.155) 

where F = ( F 1 , . . . , Fn~k), x = (x1,..., xn). Let T : I -> S be an arbitrary 
smooth path with support on S. Taking / = {£GlR| |£ |< l} ,we shall assume 
that x(0) = xo. Since x(t) G S for t G / , after substituting x(t) into Eq. 
(8.155), we obtain 

F(x(t)) = 0 (8.156) 

for t G / . Differentiating this identity with respect to t, we find that 

F^(x(t))-x'(t) = 0. 

In particular, when t = 0, setting £ = ^'(O), we obtain 

F*x{x0)t = 0 , 

that is, the vector £ tangent to the trajectory at x$ (at time t = 0) satisfies 
Eq. (8.154) of the tangent space TSXo. 

We now show that for every vector £ satisfying Eq. (8.154) there exists 
a smooth path r : I —> S that defines a curve on S passing through x$ at 
t = 0 and having the velocity vector £ at time t — 0. 

This will simultaneously establish the existence of smooth curves on S 
passing through xo, which we assumed implicitly in the proof of the first part 
of the proposition. 

Suppose for definiteness that condition (8.138) holds. Then, knowing the 
first k coordinates £ \ . . . , £k of the vector £ = (fx,..., £fc, £ f c + 1 , . . . , £n), 
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we determine the other coordinates £ f c + 1 , . . . , £n uniquely from Eq. (8.154) 
(which is equivalent to the system (8.153)). Thus, if we establish that a vec­
tor f = (£ x , . . . , £k, £k+1,..., £n) satisfies Eq. (8.154), we can conclude that 
£ — £• We shall make use of this fact. 

Again, as was done above, we introduce for convenience the notation 
u = (x 1 , . . . ,xk), v = (x f c + 1 , . . . , x n) , x = (x 1 , . . . , xn) = (u,v), and F(x) = 
F(u, v). Then Eq. (8.155) will have the form (8.146) and condition (8.138) will 
have the form (8.147). In the subspace Rk C E n of the variables x 1 , . . . ,xfc 

we choose a parametrically defined line 

x — x0 = £ t, 

t e R , 

Xk - XQ = £kt , 

having direction vector (£ x , . . . , £fc), which we denote £u. In more abbreviated 
notation this line can be written as 

u = uo+£ut. (8.157) 

Solving Eq. (8.146) for v, by the implicit function theorem we obtain a 
smooth function (8.148), which, when the right-hand side of Eq. (8.157) is 
substituted as its argument and (8.157) is taken account of, yields a smooth 
curve in Rn defined as follows: 

{ u = UQ 4- £ut, 
t € 17(0) e R . (8.158) 

v = f(u0 4- £ut) , 
Since F(u, f(u)) = 0, this curve obviously lies on the surface S. Moreover, 

it is clear from Eqs. (8.158) that at t = 0 the curve passes through the point 
(uo,v0) = (x j , . . . ,xg ,x£ + 1 , . . . ,x f t ) =x0eS. 

Differentiating the identity 

F(u(t),v(t)) =F{u0 + &*, f(uo + ^t)) = 0 

with respect to t, we obtain for t = 0 

Fu(u0,v0)£u + Fv(uo,v0)£v = 0 , 

where £u = vf(0) = (£ f c + 1 , . . . , £n). This equality shows that the vector £ = 
(fu, iv) = (t\ • • •, tk, ik+\ • • •, £n) satisfies Eq. (8.154). Thus by the remark 
made above, we conclude that £ = £. But the vector £ is the velocity vector 
at t = 0 for the trajectory (8.158). The proposition is now proved. • 
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8.7.3 Extrema with Constraint 

a. Statement of the Problem One of the most brilliant and well-known 
achievements of differential calculus is the collection of recipes it provides 
for finding the extrema of functions. The necessary conditions and sufficient 
differential tests for an extremum that we obtained from Taylor's theorem 
apply, as we have noted, to interior extrema. 

In other words, these results are applicable only to the study of the be­
havior of functions Rn 3 x H-> f(x) G R in a neighborhood of a point x$ € l n , 
when the argument x can assume any value in some neighborhood of XQ in 
Rn. 

Frequently a situation that is more complicated and from the practical 
point of view even more interesting arises, in which one seeks an extremum of 
a function under certain constraints that limit the domain of variation of the 
argument. A typical example is the isoperimetric problem, in which we seek 
a body of maximal volume subject to the condition that its boundary surface 
has a fixed area. To obtain a mathematical expression for such a problem 
that will be accessible to us, we shall simplify the statement and assume that 
the problem is to choose from the set of rectangles having a fixed perimeter 
2p the one having the largest area a. Denoting the lengths of the sides of the 
rectangle by x and y, we write 

a(x,h) = x-y , 

x+y=P• 

Thus we need to find an extremum of the function a(x,y) under the 
condition that the variables x and y are connected by the equation x + y = p. 
Therefore, the extremum is being sought only on the set of points of R2 

satisfying this relation. This particular problem, of course, can be solved 
without difficulty: it suffices to write y = p — x and substitute this expression 
into the formula for a(x, y), then find the maximum of the function x(p — x) 
by the usual methods. We needed this example only to explain the statement 
of the problem itself. 

In general the problem of an extremum with constraint usually amounts 
to finding an extremum for a real-valued function 

y = f(x\...,xn) (8.159) 

of n variables under the condition that these variables must satisfy a system 
of equations 

( Fl(xl,...,xn) = 0 , 

I (8.160) 

(Fm(x\...,xn) = 0 . 
Since we are planning to obtain differential conditions for an extremum, 

we shall assume that all these functions are differentiable and even contin­
uously differentiable. If the rank of the system of functions F 1 , . . . , Fm is 
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n — /c, conditions (8.160) define a /c-dimensional smooth surface S in Rn, and 
from the geometric point of view the problem of extremum with constraint 
amounts to finding an extremum of the function / on the surface S. More pre­
cisely, we are considering the restriction /1 s of the function / to the surface 
S and seeking an extremum of that function. 

The meaning of the concept of a local extremum itself here, of course, 
remains the same as before, that is, a point xo G S is a local extremum of 
/ on /S, or, more briefly / L , if there is a neighborhood11 Us(xo) of XQ in 
S CM71 such that f(x) > f(xo) for any point x G Us(xo) (in which case xo is 
a local minimum) or f(x) < f(xo) (and then Xo is a local maximum). If these 
inequalities are strict for x G Us(%o) \#o> then the extremum, as before, will 
be called strict. 

b. A Necessary Condition for an Extremum with Constraint 

Theorem 1. Let f : D —» R be a function defined on an open set D C W1 

and belonging to C^(D;R). Let S be a smooth surface in D. 
A necessary condition for a point x$ G S that is noncritical for f to be a 

local extremum of / L is that 

TSXn C TN: XQ ^- -*- 1 Y X Q (8.161) 

where TSXQ is the tangent space to the surface S at x$ and TNXQ is the 
tangent space to the level surface N = {x G D\ f(x) = f(xo)} of f to which 
xo belongs. 

We begin by remarking that the requirement that the point x$ be non-
critical for / is not an essential restriction in the context of the problem of 
finding an extremum with constraint, which we are discussing. Indeed, even 
if the point x$ G D were a critical point of the function / : D —>> R or an 
extremum of the function, it is clear that it would still be a possible or ac­
tual extremum respectively for the function / L . Thus, the new element in 
this problem is precisely that the function / L may have criticial points and 
extrema that are different from those of / . 

Proof. We choose an arbitrary vector £ G TSXQ and a smooth path x = x(t) 
on S that passes through this point at t = 0 and for which the vector £ is 
the velocity at t = 0, that is, 

§(°) = £. (8-162) 
If xo is an extremum of the function f\s, the smooth function f[x(t)) 

must have an extremum at t = 0. By the necessary condition for an ex­
tremum, its derivative must vanish at t = 0, that is, we must have 

We recall that Us(xo) = S D C/(#o), where U(xo) is a neighborhood of xo in J 
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/ ' (*oK = o, (8.163) 

where 

Since Xo is a noncritical point of / , condition (8.163) is equivalent to the 
condition that £ G TNXo, for relation (8.163) is precisely the equation of the 
tangent space TNXo. 

Thus we have proved that TSXQ C TNXo. • 

If the surface 5 is defined by the system of equations (8.160) in a neigh­
borhood of Xo, then the space TSXo, as we know, is defined by the system of 
linear equations 

( f)P^ f)P^ 
(*o)f1 + - + -5 =r(*o)eB = 0 , dx1 dxn 

° r(xo)e1-f----f^r(xo)r 

(8.164) 

I dx dxn 

The space TNXo is defined by the equation 

or 
dx 

-[('«)('+ + & < « > < • 
0 (8.165) 

and, since every solution of (8.164) is a solution of (8.165), the latter equation 
is a consequence of (8.163). 

It follows from these considerations that the relation TSXQ C TNXo is 
equivalent to the analytic statement that the vector grad/(xo) is a linear 
combination of the vectors gradF2(xo), (i = 1 , . . . , m), that is, 

grad/(x0) = ] T A2gradF2(x0) 
2 = 1 

(8.166) 

Taking account of this way of writing the necessary condition for an ex-
tremum of a function (8.159) whose variables are connected by (8.160), La­
grange proposed using the following auxiliary function when seeking a con­
strained extremum: 

L(x,\) = f(x)-Y\iF
i(x) 

2 = 1 

(8.167) 

i n n - f m variables (x, A) = (x 1 , . . . , x m , A i , . . . , An). 
This function is called the Lagrange function and the method of using it 

is the method of Lagrange multipliers. 
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The function (8.167) is convenient because the necessary conditions for 
an extremum of it, regarded as a function of (x, A) = (x 1 , . . . , x m , Ai , . . . , An), 
are precisely (8.166) and (8.160). 

Indeed, 

< l~l (8.168) 
I r\ j-

[ ^ ( x , A ) = -F*(x) = 0 (z = l , . . . , m ) . 

Thus, in seeking an extremum of a function (8.159) whose variables are 
subject to the constraints (8.160), one can write the Lagrange function (8.167) 
with undetermined multipliers and look for its critical points. If it is pos­
sible to find xo — (XQ,...,XQ) from the system (8.168) without finding 
A = (Ai , . . . ,Am ) , then, as far as the original problem is concerned, that 
is what should be done. 

As can be seen from (8.166), the multipliers A2- (i — 1 , . . . , m) are uniquely 
determined if the vectors grad F1(XQ) (i = 1 , . . . , m) are linearly independent. 
The independence of these vectors is equivalent to the statement that the rank 
of the system (8.164) is m, that is, that all the equations in this system are 
essential (none of them is a consequence of the others). 

This is usually the case, since it is assumed that all the relations (8.160) 
are independent, and the rank of the system of functions F 1 , . . . , Fm is m at 
every point x € X. 

The Lagrange function is often written as 

m 

2 = 1 

which differs from the preceding expression only in the inessential replace­
ment of Xi by — Ai.12 

Example 9. Let us find the extrema of a symmetric quadratic form 

n 

f(x) = ^jT aijXlxj (dij = dji) (8.169) 

on the sphere 
n 

F(x) = X ^ ) 2 - 1 = 0. (8.170) 
2 = 1 

12 In regard to the necessary criterion for an extremum with constraint, see also 
Problem 6 in Sect. 10.7 (Part 2). 
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Let us write the Lagrange function for this problem 

L(x, X)=J2 <*«*V - A ( X y ) 2 - 1J , 

and the necessary conditions for an extremum of L(x, A), taking account of 
;ion dij = dji'. 

dL ( n A 
—i(x,\) = 2\YJ dijX3 - \xl 1 = 0 (i = 1,. . . ,n) , 

(8.171) 

. § < * * > - ( £ < * • > " - » ) - ° -
Multiplying the first equation by xl and summing the first relation over 

i, we find, taking account of the second relation, that the equality 
n 

] T aijx
ixj - A = 0 (8.172) 

must hold at an extremum. 
The system (8.171) minus the last equation can be rewritten as 

n 

] T a^xj = \xl (i = 1 , . . . , n) , (8.173) 
2 = 1 

from which it follows that A is an eigenvalue of the linear operator A defined 
by the matrix (a^-), and x = (x 1 , . . . ,x n ) is an eigenvector of this operator 
corresponding to this eigenvalue. 

Since the function (8.169), which is continuous on the compact set S = 

< x G Mn| XX^2)2 = 1 f» must assume its maximal value at some point, the 
^ • i = i ^ 

system (8.171), and hence also (8.173), must have a solution. Thus we have 
established along the way that every real symmetric matrix (a^-) has at least 
one real eigenvalue. This is a result well-known from linear algebra, and is 
fundamental in the proof of the existence of a basis of eigenvectors for a 
symmetric operator. 

To show the geometric meaning of the eigenvalue A, we remark that if 
A > 0, then, passing to the coordinates t% = x%j\f\ we find, instead of 
(8.172), 

n 
] T aijW = 1 , (8.174) 

and, instead of (8.170), 

E ( ^ ) 2 = { • (8-175) 
2 = 1 



532 8 Differential Calculus in Several Variables 

n 
But J2(t1)2 1S the square of the distance from origin to the point 

2 = 1 

t = ( £ \ . . . , £ n ) , which lies on the quadric surface (8.174). Thus if (8.174) 
represents, for example, an ellipsoid, then the reciprocal 1/A of the eigen­
value A is the square of the length of one of its semi-axes. 

This is a useful observation. It shows in particular that relations (8.171), 
which are necessary conditions for an extremum with constraint, are still not 
sufficient. After all, an ellipsoid in R3 has, besides its largest and smallest 
semi-axes, a third semi-axis whose length is intermediate between the two, in 
any neighborhood of whose endpoint there are both points nearer to the origin 
and points farther away from the origin than the endpoint. This last becomes 
completely obvious if we consider the ellipses obtained by taking a section of 
the original ellipsoid by two planes passing through the intermediate-length 
semi-axis, one passing through the smallest semi-axis and the other through 
the largest. In one of these cases the intermediate axis will be the major semi-
axis of the ellipse of intersection. In the other it will be the minor semi-axis. 

To what has just been said we should add that if 1/y/X is the length of this 
intermediate semi-axis, then, as can be seen from the canonical equation of 
an ellipsoid, A will be an eigenvalue of the operator A. Therefore the system 
(8.171), which expresses the necessary conditions for an extremum of the 
function / L , will indeed have a solution that does not give an extremum of 
the function. 

The result obtained in Theorem 1 (the necessary condition for an ex­
tremum with constraint) is illustrated in Fig. 8.11a and 8.11b. 

a. b. 

Fig. 8.11. 

The first of these figures explains why the point x$ of the surface S cannot 
be an extremum of / | s if S is not tangent to the surface N = {x G Rn | f(x) = 
f(xo) = Co} at XQ. It is assumed here that grad/(xo) ^ 0. This last condition 
guarantees that in a neighborhood of Xo there are points of a higher, C2-level 
surface of the function / and also points of a lower, c\ -level surface of the 
function. 

Since the smooth surface S intersects the surface N, that is, the co-level 
surface of the smooth function / , it follows that S will intersect both higher 



8.7 Surfaces in Rn and Constrained Extrema 533 

and lower level surfaces of / in a neighborhood of XQ. But this means that 
xo cannot be an extremum of f\s. 

The second figure shows why, when N is tangent to S at Xo, this point 
may turn out to be an extremum. In the figure Xo is a local maximum of / L . 

These same considerations make it possible to sketch a picture whose 
analytic expression can show that the necessary criterion for an extremum is 
not sufficient. 

Indeed, in accordance with Fig. 8.12, we set, for example, 

f(x,y) = y , F(x,y) = x3 - y = 0 . 

Fig. 8.12. 

It is then obvious that y has no extremum at the point (0,0) on the curve 
S C M2 defined by the equation y = x3, even though this curve is tangent 
to the level line / (# , y) = 0 of the function / at that point. We remark that 
grad/(0,0) = ( 0 , 1 ) ^ 0 . 

It is obvious that this is essentially the same example that served earlier 
to illustrate the difference between the necessary and sufficient conditions for 
a classical interior extremum of a function. 

c. A Sufficient Condition for a Constrained Extremum We now prove 
the following sufficient condition for the presence or absence of a constrained 
extremum. 

Theorem 2. Let f : D —> R be a function defined on an open set D c R n 

and belonging to the class C^(D]R); let S be the surface in D defined by 
Eqs. (8.160), where Fl G C^(D]R) (i = 1 , . . . ,m) and the rank of the system 
of functions { F 1 , . . . , Fm} at each point of D is m. 

Suppose that the parameters A i , . . . , Am in the Lagrange function 

m 

L(x)=L(x;\)=f(x\...,xn)-J2^i(x\...,xn) 
2 = 1 

have been chosen in accordance with the necessary criterion (8.166) for a 
constrained extremum of the function f\s at XQ G S.13 

13 When we keep A fixed, L(x; A) becomes a function depending only on x; we allow 
ourselves to denote this function L(x). 
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A sufficient condition for the point xo to be an extremum of the function 
f\s is that the quadratic form 

d*L fro)?? (8.176) 
dxldxJ 

be either positive-definite or negative-definite for vectors £ G TSXo. 
/ / the quadratic form (8.176) is positive-definite on TSXo, then x$ is a 

strict local minimum of f\s; if it is negative-definite, then Xo is a strict local 
maximum. 

A sufficient condition for the point x$ not to be an extremum of f\s is 
that the form (8.176) assume both positive and negative values on TSXo. 

Proof We first note that L(x) = f{x) for x G <S, so that if we show that x$ G 
S is an extremum of the function LL , we shall have shown simultaneously 
that it is an extremum of f\s. 

By hypothesis, the necessary criterion (8.166) for an extremum of / L 
at xo is fulfilled, so that gradL(xo) = 0 at this point. Hence the Taylor 
expansion of L{x) in a neighborhood of x$ = ( x j , . . . , XQ ) has the form 

L(x) - L(x0) = L-^±-{Xo)(xi - xi)(xj - 4) + o(\\x - xo||2) (8-177) 

as x —> xo. 
We now recall that, in motivating Definition 2, we noted the possibility 

of a local (for example, in a neighborhood of XQ G S) parametric definition 
of a smooth /c-dimensional surface S (in the present case, k = n — m). 

In other words, there exists a smooth mapping 

R 3 ( t 1 , . . . , ^ ) =t^x = (x\...,xn) €Rn 

(as before, we shall write it in the form x = #(£)), under which a neighborhood 
of the point 0 = ( 0 , . . . , 0) G Rk maps bijectively to some neighborhood of XQ 
on 5, and x$ = x(0). 

We remark that the relation 

x(t) - x(0) = x'(0)t 4- o(\\t\\) as t -> 0 , 

which expresses the differentiability of the mapping t H-> x{t) at t = 0, is 
equivalent to the n coordinate equalities 

Br1 

*»(*) - x'(0) = ^(0)ta + o(\\t\\) (i = 1 , . . . , n) , (8.178) 

in which the index a ranges over the integers from 1 to k and the summation 
is over this index. 



8.7 Surfaces in Rn and Constrained Extrema 535 

It follows from these numerical equalities that 

|x*(*) - x*(0)| = 0(||*||) a s t - > 0 

and hence 
\\x(t) - x(0)||R» = Ofl|t||R*) as t -> 0 . (8.179) 

Using relations (8.178), (8.179), and (8.177), we find that as t -> 0 

L(x(t)) - L(x(0)) = ^ ^ - ^ ( 0 : 0 ) ^ ^ ( 0 ) ^ ^ ( 0 ) ^ ^ + o(||t||2).(8.177/) 

Hence under the assumption of positive- or negative-definiteness of the 
form 

dijL(xo)dax
i(0)dpxj(0)tat(3 (8.180) 

it follows that the function L(x{t)) has an extremum at t = 0. If the form 
(8.180) assumes both positive and negative values, then L(x(t)) has no ex­
tremum at t = 0. But, since some neighborhood of the point 0 G Rk maps 
to a neighborhood of x(0) = Xo G S on the surface S under the mapping 
t i-» x(t), we can conclude that the function L L also will either have an 
extremum at xo of the same nature as the function L(x(t)) or, like L(#(£)), 
will not have an extremum. 

Thus, it remains to verify that for vectors £ G TSXo the expressions (8.176) 
and (8.180) are merely different notations for the same object. 

Indeed, setting 
i = x'(0)t, 

we obtain a vector £ tangent to S at xo, and if £ = (£ x , . . . ,£n) , x{i) — 
(x1,...ix

n)(t), and£ = ( t 1 , . . . , ^ ) , then 

£ = % ^ ' ( 0 ) ^ (j = l , . . . , n ) , 

from which it follows that the quantities (8.176) and (8.180) are the same. 
• 

We note that the practical use of Theorem 2 is hindered by the fact that 
only k — n — m of the coordinates of the vector £ = (£*,.. . ,£n) G TSXo 

are independent, since the coordinates of £ must satisfy the system (8.164) 
defining the space TSXQ. Thus a direct application of the Sylvester criterion 
to the quadratic form (8.176) generally yields nothing in the present case: 
the form (8.176) may not be positive- or negative-definite on TR£o and yet 
be definite on TSXo. But if we express m coordinates of the vector £ in 
terms of the other k coordinates by relations (8.164) and then substitute 
the resulting linear forms into (8.176), we arrive at a quadratic form in k 
variables whose positive- or negative-definiteness can be investigated using 
the Sylvester criterion. 
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Let us clarify what has just been said by some elementary examples. 

Example 10. Suppose we are given the function 

f(x,y,z) = x2 -y2 + z2 

in the space R3 with coordinates x, y, z. We seek an extremum of this function 
on the plane S defined by the equation 

F(x,y,z) = 2x-y-3 = 0. 

Writing the Lagrange function 

L(x, y, z) = (x2 -y2 + z2) - X(2x - y - 3) 

and the necessary conditions for an extremum 

2x - 2A = 0 , 

-2y + A = 0 , 

2z = 0, 

-(2x-y-3) = 0, 

we find the possible extremum p = (2,1,0). 
Next we find the form (8.176): 

\dvLee = (e1)2 - (e2)2 + (e3)2. (8.i8i) 
We note that in this case the parameter A did not occur in this quadratic 

form, and so we did not compute it. 
We now write the condition £ G TSP: 

2 f 1 - f 2 = 0 . (8.182) 

From this equality we find £2 = 2£x and substitute it into the form (8.181), 
after which it assumes the form 

-3(?)*+ (?)*, 

where this time fx and £3 are independent variables. 
This last form may obviously assume both positive and negative values, 

and therefore the function / L has no extremum at p G S. 

( dL 
dx 

dL_ 

dy 

dz 

dL, 

{ d\ 

file:///dvLee
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Example 11. Under the hypotheses of Example 10 we replace R3 by R2 and 
the function / by 

f(x, y) = x2 - y2 , 

retaining the condition 
2x - y - 3 = 0 , 

which now defines a line S in the plane R2. 
We find p = (2,1) as a possible extremum. 
Instead of the form (8.181) we obtain the form 

(C1)2 - (£2)2 (8-183) 

with the previous relation (8.182) between £x and £2. 
Thus the form (8.183) now has the form 

on TSP, that is, it is negative-definite. We conclude from this that the point 
p = (2,1) is a local maximum of / L . 

The following simple examples are instructive in many respects. On them 
one can distinctly trace the working of both the necessary and the sufficient 
conditions for constrained extrema, including the role of the parameter and 
the informal role of the Lagrange function itself. 

Example 12. On the plane R2 with Cartesian coordinates (x, y) we are given 
the function 

/ (x , y) = x2 4- y2 . 

Let us find the extremum of this function on the ellipse given by the 
canonical relation 

x v 

where 0 < a < b. 
It is obvious from geometric considerations that m i n / | ^ = a2 and 

max / | ^ = b2. Let us obtain this result on the basis of the procedures recom­
mended by Theorems 1 and 2. 
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By writing the Lagrange function 

L(x,y,\) = (x2+y2)-\(^ + ^ - l ) 

and solving the equation dL = 0, that is, the system ff — f r = f f ~ ^ ' w e 

find the solutions 

(*,y,A) = (±a,0,a 2) , ( 0 , ± M 2 ) . 

Now in accordance with Theorem 2 we write and study the quadratic form 
|d 2 L£ 2 , the second term of the Taylor expansion of the Lagrange function 
in a neighborhood of the corresponding points: 

id ' i? - (i-£)«•)>+ ( i - * ) « v . 

At the points (±a, 0) of the ellipse S the tangent vector £ = (£x,£2) has 
the form (0,£2), and for X = a2 the quadratic form assumes the form 

Taking account of the condition 0 < a < 6, we conclude that this form 
is positive-definite and hence at the points (±a, 0) G S there is a strict local 
(and in this case obviously also global) minimum of the function f\s, that is, 
m i n / | 5 = a2. 

Similarly we find the form 

which corresponds to the points (0, ±b) G 5, and we find m a x / | 5 = b2. 

Remark. Note the role of the Lagrange function here compared with the role 
of the function / . At the corresponding points on these tangent vectors the 
differential of / (like the differential of L) vanishes, and the quadratic form 
| d 2 / £ 2 — (C1)2 + (£2)2 is positive definite at whichever of these points it is 
computed. Nevertheless, the function / L has a strict minimum at the points 
(±a, 0) and a strict maximum at the points (0, ±b). 

To understand what is going on here, look again at the proof of Theorem 
2. and try to obtain relation (8.176') by substituting / for L in (8.177). Note 
that an additional term containing £"(0) arises here. The reason it does not 
vanish is that, in contrast to dL the differential d / of / is not identically zero 
at the corresponding points, even though its values are indeed zero on the 
tangent vectors (of the form ^'(O)). 
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Example 13. Let us find the extrema of the function 

/ (x , y, z) = x2 + y2 + z2 

on the ellipsoid S defined by the relation 

2 2 2 
F(x,y,z) = ^ + I2 +^2 - 1 = 0 , 

az bz cz 

where 0 < a < b < c. 
By writing the Lagrange function 

L(x,y,z,X) = (x2+y2+z2)-\{^ + ^ + ^ - l ) , 

in accordance with the necessary criterion for an extremum, we find the 
solutions of the equation dL = 0, that is, the system | ^ = | ^ = ^ = | ^ = 0: 

(x, y, z, A) = (±a, 0,0, a2) , (0, ±6,0, b2) , (0,0, ±c, c2) , 

On each respective tangent plane the quadratic form 

^ 2 = ( I - ? ) < « I ) 2 + ( I - ^ ) < « 2 ) 2 + ( I - ? ) « 3 ) 2 

in each of these cases has the form 

( i -^)<a 2 +( i -^)« 3 ) 2 , w 

0 - ? ) ( « • ) ' + ( I - P ) ( « * ) ' - («) 
Since 0 < a < 6 < c, it follows from Theorem 2, which gives a sufficient 

criterion for the presence or absence of a constrained extremum, that one can 
conclude that in cases (a) and (c), we have found respectively m i n / L = a2 

and m a x / | ^ = c2, while at the points (0, ±6,0) G S corresponding to case 
(6) the function / L has no extremum. This is in complete agreement with 
the obvious geometric considerations stated in the discussion of the necessary 
criterion for a constrained extremum. 

Certain other aspects of the concepts of analysis and geometry encoun­
tered in this section, which are sometimes quite useful, including the physical 
interpretation of the problem of a constrained extremum itself, as well as the 
necessary criterion (8.166) for it as the resolution of forces at an equilibrium 
point and the interpretation of the Lagrange multipliers as the magnitude of 
the reaction of ideal constraints, are presented in the problems and exercises 
that follow. 
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8.7.4 Problems and Exercises 

1. Paths and surfaces. 

a) Let / : J -> R2 be a mapping of class C ( 1 )(J;R2) of the interval / c R. 
Regarding this mapping as a path in R2, show by example that its support / ( / ) may 
fail to be a submanifold of R2, while the graph of this mapping in R3 = R1 x R2 is 
always a one-dimensional submanifold of R3 whose projection into R2 is the support 
/ ( / ) of the path. 

b) Solve problem a) in the case when / is an interval in Rfc and / G C(1)(I;Rn). 
Show that in this case the graph of the mapping / : / — > > Rn is a smooth k-
dimensional surface in Rfc x Rn whose projection on the subspace Rn equals / ( / ) . 

c) Verify that if fa : I\ —> S and fa : h —> S are two smooth parametrizations 
of the same fc-dimensional surface S C Rn , fa having no critical points in h and 
fa having no critical points in I2, then the mappings 

/f1 o fa : I2 -> h , f2
l ofa:Ii->I2 

are smooth. 

2. The sphere m Rn . 

a) On the sphere S2 = {x G R3 | ||x|| = 1} exhibit a maximal domain of validity 
for the curvilinear coordinates (<p,ip) obtained from polar coordinates in R3 (see 
formula (8.116) of the preceding section) when p = 1. 

b) Answer question a) in the case of the (m — l)-dimensional sphere 

Sm-1 = {xeRm\\\x\\ = i} 

in Rm and the coordinates (<^i,.. . , (fm-i) on it obtained from polar coordinates in 
Rm (see formula (8.118) of the preceding section) at p = 1. 

c) Can the sphere Sk C Rfc+1 be defined by a single coordinate system 
(*\ . . . ,£ f c ) , that is, a single diffeomorphism f : G —> Rfc+1 of a domain G C Rfc? 

d) What is the smallest number of maps needed in an atlas of the Earth's 
surface? 

e) Let us measure the distance between points of the sphere S2 C R3 by the 
length of the shortest curve lying on the sphere S2 and joining these points. Such 
a curve is the arc of a suitable great circle. Can there exist a local flat map of the 
sphere such that all the distances between points of the sphere are proportional 
(with the same coefficient of proportionality) to the distances between their images 
on the map? 

f) The angle between curves (whether lying on the sphere or not) at their point 
of intersection is defined as the angle between the tangents to these curves at this 
point. 

Show that there exist local flat maps of a sphere at which the angles between 
the curves on the sphere and the corresponding curves on the map are the same 
(see Fig. 8.13), which depicts the so-called stereographic projection.) 
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Fig. 8.13. 

3. The tangent space. 

a) Verify by direct computation that the tangent manifold TSXQ to a smooth 
fc-dimensional surface S C Rn at a point XQ G S is independent of the choice of the 
coordinate system in Rn . 

b) Show that if a smooth surface S C D maps to a smooth surface S' C D' under 
a diffeomorphism / : D —> D' of the domain D C Rn onto the domain D' C Rn and 
the point xo G S maps to x'Q G S', then under the linear mapping / '(xo) : Rn —> Rn 

tangent to / at xo G D the vector space TSXQ maps isomorphically to the vector 
space TS'X,. 

c) If under the conditions of the preceding problem the mapping / : D —>• D' is 
any mapping of class C(1)(£>; D') under which f(S) C S", then f'(TSXQ) C T 5 ^ , . 

d) Show that the orthogonal projection of a smooth fc-dimensional surface S C 
Rn on to the fc-dimensional tangent plane TSXo to it at XQ G S is one-to-one in 
some neighborhood of the point of tangency XQ. 

e) Suppose, under the conditions of the preceding problem, that £ G TSXQ and 

ll£ll = i-
The equation x—xo = £t of a line in Rn lying in TSXQ can be used to characterize 

each point x G TSXQ \ XQ by the pair (£,£)• These are essentially polar coordinates 
in TSX0. 

Show that smooth curves on the surface S intersecting only at the point XQ 
correspond to the lines x — XQ = £t in a neighborhood of XQ. Verify that, retaining 
t as the parameter on these curves, we obtain paths along which the velocity at 
t = 0 is the vector £ G TSXQ that determines the line x — xo = £t, from which the 
given curve on S is obtained. 

Thus the pairs (£,£)> where £ G TSXQ, ||£|| = 1, and t are real numbers from 
some neighborhood U(0) of zero in R, can serve as the analogue of polar coordinates 
in a neighborhood of XQ G S. 

4. Let the function F G C ^ ( R n ; R ) having no critical points be such that the 
equation F(xx,..., xn) = 0 defines a compact surface S in Rn (that is, S is compact 
as a subset of R n ) . For any point x G S we find a vector rj(x) = gradF(x) normal 
to S at x. If we force each point x G S to move uniformly with velocity r/(x), a 
mapping S B x H* X + rj(x)t G Rn arises. 

a) Show that for values of t sufficiently close to zero, this mapping is bijective 
and for each such value of t a smooth surface St results from S. 
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b) Let E be a set in Rn; we define the (^-neighborhood of the set E to be the 
set of points in Rn whose distance from E is less than S. 

Show that for values of t close to zero, the equation 

F(x\...,xn) = t 

defines a compact surface St C T , and show that the surface St lies in the 5(t)-
neighborhood of the surface St, where 6(t) = o(t) as t —> 0. 

c) With each point x of the surface S = So we associate a unit normal vector 

n(x) = 
\h(x)\\ 

and consider the new mapping 5 3 x 4 x + n(x)t G Rn . 

Show that for all values of t sufficiently close to zero this mapping is bijective, 

that the surface St obtained from S at the specific value of t is smooth, and if 

t i ^ 2 , then Stl nSt2 = 0 . 
d) Relying on the result of the preceding exercise, show that there exists 

S > 0 such that there is a one-to-one correspondence between the points of the 
(^-neighborhood of the surface S and the pairs (t, x), where t G] — 6, S[c R, x G S. If 
(t1,..., tk) are local coordinates on the surface S in the neighborhood Us(xo) of #o, 
then the quantities (t, t1,..., tk) can serve as local coordinates in a neighborhood 
U(x0) ofx 0 G l n . 

e) Show that for |£| < S the point x G S is the point of the surface S closest 

to (x + n(x)t) G Rn . Thus for \t\ < 6 the surface St is the geometric locus of the 
points of Rn at distance |£| from S. 

5. a) Let dp : S —> R be the function on the smooth fc-dimensional surface S C Rn 

defined by the equality dp(x) = \\p — x||, where p is a fixed point of Rn , x is a point 
of S, and ||p — x|| is the distance between these points in Rn . 

Show that at the extrema of the function dp(x) the vector p — x is orthogonal 
to the surface S. 

b) Show that on any line that intersects the surface S orthogonally at the point 
q G S, there are at most k points p such that the function dp(x) has q as a degenerate 
critical point (that is, a point at which the Hessian of the function vanishes). 

c) Show that in the case of a curve S (k = 1) in the plane R2 (n = 2) the point 
p for which the point q G S is a degenerate critical point of dp(x) is the center of 
curvature of the curve S at the point q G S. 

6. In the plane R2 with Cartesian coordinates x, y construct the level curves of the 
function f(x,y) = xy and the curve 

S = { (* ,2 / )GR 2 | * 2 +2/ 2 = l } . 

Using the resulting picture, carry out a complete investigation of the problem 

of extrema of the function / . 
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7. The following functions of class C ( o o )(R2 ;R) are defined on the plane R2 with 
Cartesian coordinates x, y: 

x2 -y + e~1/x2 sin± , if x ^ 0 , 

x2 — y , if x = 0 . 

a) Draw the level curves of the function f(x,y) and the curve S defined by the 
relation F(x, y) = 0. 

b) Investigate the function / for extrema. 
Is 

c) Show that the condition that the form dijf(xo)C^j be positive-definite or 
negative-definite on TSXQ, in contrast to the condition for the form dijL(xo)£t€J on 
TSx0 given in Theorem 2, is still not sufficient for the possible extremum XQ G S 
to be an actual extremum of the function / . 

Is 
d) Check to see whether the point XQ = (0,0) is critical for the function / and 

whether one can study the behavior of / in a neighborhood of this point using only 
the second (quadratic) term of Taylor's formula, as was assumed in c). 

8. In determining principal curvatures and principal directions in differential ge­
ometry it is useful to know how to find an extremum of a quadratic form hijUxv? 
under the hypothesis that another (positive-definite) form gijUxv? is constant. Solve 
this problem by analogy with Example 9 which was discussed above. 

9. Let A = [a]] be a square matrix of order n such that 

n 

£ > } ) 2 = H; (j = l , . . . ,n) , 
i=l 

where Hi, . . . , Hn is a fixed set of n nonnegative real numbers. 

a) Show that det2 A can have an extremum under these conditions only if the 
rows of the matrix A are pairwise orthogonal vectors in Rn . 

b) Starting from the equality 

det2 A = det A • det A* , 

where A* is the transpose of A, show that under the conditions above 

max det2 A = Hi • • • Hn . 
A 

c) Prove Hadamard's inequality for any matrix [a}]: 

det2(a})<n(X:K)2). 
j=l \ i = l / 

d) Give an intuitive-geometric interpretation of Hadamard's inequality; 

10. a) Draw the level surfaces of the function / and the plane S in Example 10. 
Explain the result obtained in this example on the figure. 

b) Draw the level curves of the function / and the line S in Example 11. Explain 
the result obtained in this example on the figure. 

f(x,y) = x -y\ F(x,y) = 
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11 . In Example 6 of Sect. 5.4, starting from Fermat's principle we obtained Snell's 
law for refraction of light at the interface of two media when the interface is a plane. 
Does this law remain valid for an arbitrary smooth interface? 

12. a) A point mass in a potential force field can be in an equilibrium position 
(also called a state of rest or a stationary state) only at critical (stationary) points 
of the potential. In this situation a position of stable equilibrium corresponds to a 
strict local minimum of the potential and an unstable equilibrium point to a local 
maximum. Verify this. 

b) To which constrained extremal problem (solved by Lagrange) does the prob­
lem of the equilibrium position reduce for a point mass in a potential force field 
(for example, gravitational) with ideal constraints (for example, a point may be 
confined to a smooth surface or a bead may be confined to a smooth thread or a 
ball to a track)? The constraint is ideal (there is no friction); this means that its 
effect on the point (the reactive force of the constraint) is always normal to the 
constraint. 

c) What physical (mechanical) meaning do the expansion (8.166), the necessary 
criterion for a constrained extremum, and the Lagrange multiplier have in this case. 

Note that each of the functions of the system (8.160) can be divided by the 
absolute value of its gradient, which obviously leads to an equivalent system (if its 
rank is equal to m everywhere). Hence all the vectors grad Fx(xo) on the right-hand 
side of (8.166) can be regarded as unit normal vectors to the corresponding surface. 

d) Do you agree that the Lagrange method of finding a constrained extremum 
becomes obvious and natural after the physical interpretation just given? 



Some Problems 
from the Midterm Examinations 

1. Introduction to Analysis 
(Numbers, Functions, Limits) 

Problem 1. The length of a hoop girdling the Earth at the equator is in­
creased by 1 meter, leaving a gap between the Earth and the hoop. Could 
an ant crawl through this gap? How big would the absolute and relative in­
creases in the radius of the Earth be if the equator were lengthened by this 
amount? (The radius of the Earth is approximately 6400 km.) 

Problem 2. How are the completeness (continuity) of the real numbers, the 
unboundedness of the series of natural numbers, and Archimedes' principle 
related? Why is it possible to approximate every real number arbitrarily 
closely by rational numbers? Explain using the model of rational fractions 
(rational functions) that Archimedes' principle may fail, and that in such 
number systems the sequence of natural numbers is bounded and there exist 
infinitely small numbers. 

Problem 3. Four bugs sitting at the corners of the unit square begin to 
chase one another with unit speed, each maintaining a course in the direction 
of the one pursued. Describe the trajectories of their motions. What is the 
length of each trajectory? What is the law of motion (in Cartesian or polar 
coordinates)? 

Problem 4. Draw a flow chart for computing y/a (a > 0) by the recursive 
procedure 

Zn+l = 7i(xn-\- ) • 

How is equation solving related to finding fixed points? How do you find tfal 

Problem 5. Let g(x) = f(x) + o(/(x)) as x —> oo. Is it also true that 
f(x) = g(x) + o(g(x)) as x —> oo? 

Problem 6. By the method of undetermined coefficients (or otherwise) find 
the first few (or all) coefficients of the power series for (1 + x)a with a = 
—1,-^,0, ^ , 1 , | . (By interpolating the coefficients of like powers of x in such 
expansions, Newton wrote out the law for forming the coefficients with any 
a G R. This result is known as Newton's binomial theorem.) 
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P rob lem 7. Knowing the power-series expansion of the function e*, find by 
the method of undetermined coefficients (or otherwise) the first few (or all) 
terms of the power-series expansion of the function ln(l + x). 

Prob lem 8. Compute exp 4̂ when A is one of the matrices 

0 0 \ / 0 1 

o oj ' \o o 
Prob lem 9. How many terms of the series for e* must one take in order 
to obtain a polynomial that makes it possible to compute e* on the interval 
[-3,5] within 1CT2? 

P rob lem 10. Sketch the graphs of the following functions: 

a) logcos x sin x ; b) arctan 

0 1 0 \ 
0 0 1 , 
0 0 0 / 

/ l 0 0 
0 2 0 

\ 0 0 3 

( l - x ) ( l + x)2 • 

2. One-variable Differential Calculus 

Prob lem 1. Show that if the acceleration vector a(£) is orthogonal to the 
vector v(t) at each instant of time £, the magnitude |v(t)| remains constant. 

P rob lem 2. Let (x, t) and (x, t) be respectively the coordinate of a moving 
point and the time in two systems of measurement. Assuming the formulas 
x = ax + (3t and i = jx + 5t for transition from one system to the other 
are known, find the formula for the transformation of velocities, that is, the 
connection between v = 4f and v = %. 

at dt 

Prob lem 3. The function f(x) = x2 sin ^ for x ^ 0, /(0) = 0 is differen-
tiable on R, but / ' is discontinuous at x = 0 (verify this). We shall "prove," 
however, that if / : R —> R is differentiate on R, then / ' is continuous at 
every point a G R. By Lagrange's theorem 

x — a 

where £ is a point between a and x. Then if x —> a, it follows that £ —> a. By 
definition, 

lim f{x) ~ / ( Q ) = f'(a) , 
x-*a X — a 

and since this limit exists, the right-hand side of Lagrange's formula has a 
limit equal to it. That is, / ' (£) —> f'(a) as f —> a. The continuity of / ' at a 
is now "proved." Where is the error? 
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Problem 4. Suppose the function / has n + 1 derivatives at the point #o, 
and let £ = xo + 0x(x — xo) be the intermediate point in Lagrange's formula 
for the remainder term ^f^(0(x ~ xo)n, so that 0 < 6X < 1. Show that 
0* - • ^ as x - • a* if / ( n + 1 ) (*o) ^ 0. 
Problem 5. Prove the inequality 

aT ' ' ' ann < a l a l H 1" an^n , 

where a i , . . . , an, a i , . . . , an are nonnegative and a\ + h a n = 1. 

Problem 6. Show that 

H — ) = e^fcos 2/ + i sin y) (z = x + h/) , 
71/ 

so that it is natural to suppose that eiy = cos y + i sin y (Euler's formula) and 

ez = exeiy = ex (cos y + i sin y) . 

Problem 7. Find the shape of the surface of a liquid rotating at uniform 
angular velocity in a glass. 

Problem 8. Show that the tangent to the ellipse ^ + fj = 1 at the point 
(#o>2/o) has the equation ^ + ^ = 1, and that light rays from a source 
situated at one of the foci F\ = ( — Va2 — b2,0), F^ = (Va2 — b2,0) of an 
ellipse with semiaxes a > b > 0 are reflected by an elliptical mirror to the 
other focus. 

Problem 9. A particle subject to gravity, without any initial boost, begins 
to slide from the top of an iceberg of elliptic cross-section. The equation of 
the cross section is x2 + 5y2 = 1, y > 0. Compute the trajectory of the motion 
of the particle until it reaches the ground. 

3. Integration and Introduction to Several Variables 

Problem 1. Knowing the inequalities of Holder, Minkowski, and Jensen for 
sums, obtaining the corresponding inequalities for integrals. 

i _ 2 
Problem 2. Compute the integral J e x dx with a relative error of less than 

10%. ° 
X 

Problem 3. The function erf (x) = -4^ J e _ t dt, called the probability er-
— X 

TOT integral, has limit 1 as x —> +oo. Draw the graph of this function and 
find its derivative. Show that as x —> +oo 

- , . - 2 _x2f 1 1 1-3 1-3-5 / 1 \ \ 
erf(x) = 1"^ e ^ - 2 ^ + 2^-^^+°b)J-
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How can this asymptotic formula be extended to a series? Are there any 
values of x E R for which this series converges? 

Problem 4. Does the length of a path depend on the law of motion (the 
parametrization) ? 

Problem 5. You are holding one end of a rubber band of length 1 km. A 
beetle is crawling toward you from the other end, which is clamped, at a rate 
of 1 cm/s. Each time it crawls 1 cm you lengthen the band by 1 km. Will 
the beetle ever reach your hand? If so, approximately how much time will it 
require? (A problem of L. B. Okun', proposed to A. D. Sakharov.) 

Problem 6. Calculate the work done in moving a mass in the gravitational 
field of the Earth and show that this work depends only on the elevation of 
the initial and terminal positions. Find the work done in escaping from the 
Earth's gravitational field and the corresponding escape velocity. 

Problem 7. Using the example of a pendulum and a double pendulum ex­
plain how it is possible to introduce local coordinate systems and neighbor­
hoods into the set of corresponding configurations and how a natural topology 
thereby arises making it into the configuration space of a mechanical system. 
Is this space metrizable under these conditions? 

Problem 8. Is the unit sphere in Rn compact? In C[a,b]? 

Problem 9. A subset of a given set is called an e-grid if any point of the 
set lies at a distance less than e from some point of the set. Denote by N(e) 
the smallest possible number of points in an e-grid for a given set. Estimate 
the e-entropy log2 N(e) of a closed line segment, a square, a cube, and a 
bounded region in Rn . Does the quantity ^ g 2

( 1 ^ as e —> 0 give a picture 
of the dimension of the space under consideration? Can such a dimension be 
equal, for example, to 0.5? 

Problem 10. On the surface of the unit sphere S in R3 the temperature 
T varies continuously as a function of a point. Must there be points on the 
sphere where the temperature reaches a minimum or a maximum? If there 
are points where the temperature assumes two given values, must there be 
points where it assumes intermediate values? How much of this is valid when 
the unit sphere is taken in the space C[a, b] and the temperature at the point 
/ G S is given as 

6 - 1 

T(f)=(J\f\(x)te) ? 
a 

Problem 11. a) Taking 1.5 as an initial approximation to y/2, carry out 
two iterations using Newton's method and observe how many decimal places 
of accuracy you obtain at each step. 
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b) By a recursive procedure find a function / satisfying the equation 

X 

f(x) = x+ff(t)dt. 
0 

4. Differential Calculus of Several Variables 

Problem 1. a) What is the relative error S = ^-r^- in computing the value 
of a function f(x,y,z) at a point (x,y,z) whose coordinates have absolute 
errors Ax, Ay, and Az respectively? 

b) What is the relative error in computing the volume of a room whose 
dimensions are as follows: length x = 5 ±0.05 m, width y = 4 ±0.04 m, height 
z = 3 ± 0.03 m? 

c) Is it true that the relative error of the value of a linear function coincides 
with the relative error of the value of its argument? 

d) Is it true that the differential of a linear function coincides with the 
function itself? 

e) Is it true that the relation f' = f holds for a linear function / ? 

Problem 2. a) One of the partial derivatives of a function of two variables 
defined in a disk equals zero at every point. Does that mean that the function 
is independent of the corresponding variable in that disk? 

b) Does the answer change if the disk is replaced by an arbitrary convex 
region? 

c) Does the answer change if the disk is replaced by an arbitrary region? 

d) Let x = x(t) be the law of motion of a point in the plane (or in Rn) in 
the time interval t G [a, b]. Let v(t) be its velocity as a function of time and 
C = conv{v(t) 11 G [a, b]} the smallest convex set containing all the vectors 
v(t) (usually called the convex hull of a set that spans it). Show that there 
is a vector v in C such that x(6) — x(a) = v • (b — a). 

Problem 3. a) Let F(x,y,z) = 0. Is it true that §* • § | • ff = -1? Verify 
this for the relation ^ — 1 =-0 (corresponding to the Clapeyron equation of 
state of an ideal gas: ^- = R). 

b) Now let F(x,y) = 0. Is it true that ff § | = 1? 

c) What can you say in general about the relation F{x\,..., xn) = 0? 

d) How can you find the first few terms of the Taylor expansion of the 
implicit function y = f(x) defined by an equation F(x, y) = 0 in a neighbor­
hood of a point (xo,2/o)5 knowing the first few terms of the Taylor expansion 
of the function F(x,y) in a neighborhood of (xo,yo), where F(xo,yo) = 0 
and Fy(xo,yo) is invertible? 
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Problem 4. a) Verify that the plane tangent to the ellipsoid fj + fj + fj = 1 
at the point (#o, Vo, %o) can be defined by the equation ^ + ^ + £§*• = 1. 

6) The point P(t) = ( ^ , - ^ , - ^ V t emerged from the ellipsoid ^ + fj- + 
2 

^- = 1 at time £ = 1. Let p(t) be the point of the same ellipsoid closest to 
P(t) at time t. Find the limiting position of p(t) as t —> +oo. 

Problem 5. a) In the plane R2 with Cartesian coordinates (#, y) construct 
the level curves of the function f(x,y) = xy and the curve S = {(x,y) £ 
R2 | x2 + y2 = 1}. Using the resulting picture, carry out a complete study of 
the extremal problem for / L , the restriction of / to the circle S. 

b) What is the physical meaning of the Lagrange multiplier in Lagrange's 
method of finding extrema with constraints when an equilibrium position is 
sought for a point mass in a gravitational field if the motion of the point is 
constrained by ideal relations (for example, relations of the form Fi(x, y, z) = 
0,F2(x,y,z) = 0)? 



Examination Topics 

1. First Semester 

1.1. Introduction to Analysis 
and One-variable Differential Calculus 

1. Real numbers. Bounded (from above or below) numerical sets. The axiom 
of completeness and the existence of a least upper (greatest lower) bound of 
a set. Unboundedness of the set of natural numbers. 

2. Fundamental lemmas connected with the completeness of the set of real 
numbers R (nested interval lemma, finite covering, limit point). 

3. Limit of a sequence and the Cauchy criterion for its existence. Tests for 
the existence of a limit of a monotonic sequence. 

4. Infinite series and the sum of an infinite series. Geometric progressions. 
The Cauchy criterion and a necessary condition for the convergence of a 
series. The harmonic series. Absolute convergence. 

5. A test for convergence of a series of nonnegative terms. The comparison 
oo 

theorem. The series ((s) = Yl n~s-
n=l 

6. The idea of a logarithm and the number e. The function exp(x) and the 
power series that represents it. 

7. The limit of a function. The most important filter bases. Definition of 
the limit of a function over an arbitrary base and its decoding in specific 
cases. Infinitesimal functions and their properties. Comparison of the ultimate 
behavior of functions, asymptotic formulas, and the basic operations with the 
symbols o(-) and O(-). 

8. The connection of passage to the limit with the algebraic operations and 
the order relation in R. The limit of ^ -^ as x ->> 0. 

X 

9. The limit of a composite function and a monotonic function. The limit of 
(l + ^) as x -> oo. 
10. The Cauchy criterion for the existence of the limit of a function. 
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11 . Continuity of a function at a point. Local properties of continuous func­
tions (local boundedness, conservation of sign, arithmetic operations, conti­
nuity of a composite function). Continuity of polynomials, rational functions, 
and trigonometric functions. 

12. Global properties of continuous functions (intermediate-value theorem, 
maxima, uniform continuity). 

13. Discontinuities of monotonic functions. The inverse function theorem. 
Continuity of the inverse trigonometric functions. 
14. The law of motion, displacement over a small interval of time, the instan­
taneous velocity vector, trajectories and their tangents. Definition of differ­
entiability of a function at a point. The differential, its domain of definition 
and range of values. Uniqueness of the differential. The derivative of a real-
valued function of a real variable and its geometric meaning. Differentiability 
of sinx, cosx, e*, ln|x|, and xa. 

15. Differentiability and the arithmetic operations. Differentiation of poly­
nomials, rational functions, the tangent, and the cotangent. 

16. The differential of a composite function and an inverse function. Deriva­
tives of the inverse trigonometric functions. 

17. Local extrema of a function. A necessary condition for an interior ex-
tremum of a differentiable function (Fermat's lemma). 

18. Rolle's theorem. The finite-increment theorems of Lagrange and Cauchy 
(mean-value theorems). 
19. Taylor's formula with the Cauchy and Lagrange forms of the remainder. 

20. Taylor series. The Taylor expansions of e*, cosx, sinx, ln(l + x), and 
(1 + x ) a (Newton's binomial formula). 
21 . The local Taylor formula (Peano form of the remainder). 

22. The connection between the type of monotonicity of a differentiable func­
tion and the sign of its derivative. Sufficient conditions for the presence or 
absence of a local extremum in terms of the first, second, and higher-order 
derivatives. 

23. Convex functions. Differential conditions for convexity. Location of the 
graph of a convex function relative to its tangent. 

24. The general Jensen inequality for a convex function. Convexity (or con­
cavity) of the logarithm. The classical inequalities of Cauchy, Young, Holder, 
and Minkowski. 

25. Complex numbers in algebraic and trigonometric notation. Convergence 
of a sequence of complex numbers and a series with complex terms. The 
Cauchy criterion. Absolute convergence and sufficient conditions for absolute 
convergence of a series with complex terms. The limit lim (l + f ) n . 

n-»oo v n / 

26. The disk of convergence and the radius of convergence of a power series. 
The definition of the functions ez, cosz, smz (z G C). Euler's formula and 
the connections among the elementary functions. 
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27. Differential equations as a mathematical model of reality, examples. The 
method of undetermined coefficients and Euler's (polygonal) method. 

28. Primitives and the basic methods of finding them (termwise integration of 
sums, integration by parts, change of variable). Primitives of the elementary 
functions. 

2. Second Semester 

2.1. Integration. Multivariable Differential Calculus 

1. The Riemann integral on a closed interval. A necessary condition for 
integrability. Sets of measure zero, their general properties, examples. The 
Lebesgue criterion for Riemann integrability of a function (statement only). 
The space of integrable functions and admissible operations on integrable 
functions. 

2. Linearity, additivity and general evaluation of an integral. 

3. Evaluating the integral of a real-valued function. The (first) mean-value 
theorem. 

4. Integrals with a variable upper limit of integration, their properties. Exis­
tence of a primitive for a continuous function. The generalized primitive and 
its general form. 

5. The Newton-Leibniz formula. Change of variable in an integral. 

6. Integration by parts in a definite integral. Taylor's formula with integral 
remainder. The second mean-value theorem. 

7. Additive (oriented) interval functions and integration. The general pattern 
in which integrals arise in applications, examples: length of a path (and its 
independence of parametrization), area of a curvilinear trapezoid (area under 
a curve), volume of a solid of revolution, work, energy. 

8. The Riemann-Stieltjes integral. Conditions under which it can be reduced 
to the Riemann integral. Singularities and the Dirac delta-function. The con­
cept of a generalized function. 

9. The concept of an improper integral. Canonical integrals. The Cauchy 
criterion and the comparison theorem for studying the convergence of an 
improper integral. The integral test for convergence of a series. 

10. Local linearization, examples: instantaneous velocity and displacement; 
simplification of the equation of motion when the oscillations of a pendulum 
are small; computation of linear corrections to the values of exp(A), A - 1 , 
det(£), (a, b) under small changes in the arguments (here A is an invertible 
matrix, E is the identity matrix, a and b are vectors, and (•, •) is the inner 
product). 
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11 . The norm (length, absolute value, modulus) of a vector in a vector space; 
the most important examples. The space L(X, Y) of continuous linear trans­
formations and the norm in it. Continuity of a linear transformation and 
finiteness of its norm. 

12. Differentiability of a function at a point. The differential, its domain of 
definition and range of values. Coordinate expression of the differential of a 
mapping / : Rm —> Rn . The relation between differentiability, continuity, and 
the existence of partial derivatives. 

13. Differentiation of a composite function and the inverse function. Coordi­
nate expression of the resulting laws in application to different cases of the 
mapping / : Rm -> Rn . 

14. Derivative along a vector and the gradient. Geometric and physical ex­
amples of the use of the gradient (level surfaces of functions, steepest descent, 
the tangent plane, the potential of a field, Euler's equation for the dynamics 
of an ideal fluid, Bernoulli's law, the work of a wing). 

15. Homogeneous functions and the Euler relation. The dimension method. 

16. The finite-increment theorem. Its geometric and physical meaning. Ex­
amples of applications (a sufficient condition for differentiability in terms of 
the partial derivatives; conditions for a function to be constant in a domain). 

17. Higher-order derivatives and their symmetry. 

18. Taylor's formula. 

19. Extrema of functions (necessary and sufficient conditions for an interior 
extremum). 

20. Contraction mappings. The Picard-Banach fixed-point principle. 

21 . The implicit function theorem. 

22. The inverse function theorem. Curvilinear coordinates and rectification. 
Smooth ^-dimensional surfaces in Rn and their tangent planes. Methods of 
defining a surface and the corresponding equations of the tangent space. 

23. The rank theorem and functional dependence. 

24. Extrema with constraint (necessary condition). Geometric, algebraic, and 
physical interpretation of the method of Lagrange multipliers. 

25. A sufficient condition for a constrained extremum. 

26. Metric spaces, examples. Open and closed subsets. Neighborhoods of a 
point. The induced metric, subspaces. Topological spaces. Neighborhoods of 
a point, separation properties (the Hausdorff axiom). The induced topology 
on subsets. Closure of a set and description of relatively closed subsets. 

27. Compact sets, their topological invariance. Closedness of a compact set 
and compactness of a closed subset of a compact set. Nested compact sets. 
Compact metric spaces, e-grids. Criteria for a metric space to be compact 
and its specific form in Rn . 



2. Second Semester 555 

28. Complete metric spaces. Completeness of R, C, Rn , Cn , and the space 
C[a, b] of continuous functions under uniform convergence. 

29. Criteria for continuity of a mapping between topological spaces. Preser­
vation of compactness and connectedness under a continuous mapping. The 
classical theorems on boundedness, the maximum-value theorem, and the 
intermediate-value theorem for continuous functions. Uniform continuity on 
a compact metric space. 
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- Cauchy's, 99 
- integral, 400 
- Weierstrass', 87, 99 
Coordinate of a point, 54, 412 
Coordinates 
- Cartesian, 433 
- curvilinear, 470, 471 
- i n E m , 515 
- polar, 500, 501 
- spherical, 501 
Cosine 
- circular, 275 
- hyperbolic, 201, 275 
Cosine integral, 327 
Cotangent 
- hyperbolic, 203 
Criterion 
- Cauchy 
- for a function, 132, 420 
- for an improper integral, 399 
- for sequences, 85, 269, 419 
- - for series, 95, 269 
- for a constant function, 218, 236 
- for a constrained extremum 
- - necessary, 530 
- sufficient, 534 
- for a monotonic function, 137, 

218, 236 
- for an extremum, 237 
- - necessary, 237, 463 
- sufficient, 239, 465 
- for continuity of a monotonic 

function, 166 
- for integrability 
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- - du Bois-Reymond, 346 
- Lebesgue, 342, 346 
- for monotonic sequences, 87 
- for series of nonnegative terms, 98 
- integrability 
- Darboux, 345 
- necessary, 2 
- Sylvester's, 467 
Critical point, 464 
- index, 516 
- nondegenerate, 512, 516 
Curvature, 264 
Curve 
- level, 450, 482 
- parametrized, 377 
- simple closed, 377 
- unicursal, 325 
Curvilinear coordinates, 470, 471 
Cycloid, 392, 410 

D 
Decay, radioactive, 293-295 
Dependence, functional, 508, 516 
Derivative, 179-181, 279, 435 
- directional, 447 
- higher-order, 209 
- logarithmic, 199 
- of a function of a complex variable, 

279 
- one-sided, 262 
- partial, 436 
- - higher-order, 458 
- with respect to a vector, 446 
Diameter of a set, 417, 419 
Diffeomorphism, 498, 509 
- elementary, 509 
Difference 
- finite, 235 
- of sets, 8 
Differential equation, 289-303, 328 
- of harmonic oscillations, 300-303 
- with variables separable, 328 
Differential of a function, 178-185 
- of several variables, 435-438 
Differential of a mapping, 435, 438 
Differentiation 
- and arithmetic operations, 

193-196, 279, 440 

- of a composite function, 196-199, 
443 

- of a power series, 280 
- of an implicit function, 204-208 
- of an inverse function, 199-204, 

448 
Dimension 
- of a physical quantity, 453-455 
- of a surface, 517-518 
Directional derivative, 447 
Discontinuity, removable, 156 
Disk of convergence, 270 
Distance 
- between sets, 417 
- in E m , 412 
- on the real line, 56 
Divisor, 49 
- greatest common, 66 
Domain 
- in E m , 425 
- of a function, 12 
- of a relation, 20 

E 
Efficiency, 303 
Element 
- inverse, 37 
- maximal, 44 
- minimal, 44 
- negative, 36 
- neutral, 36, 37 
- of a set, 7, 8 
- zero, 36, 39 
Energy 
- kinetic, 15, 305, 386 
- potential, 15, 305, 386, 388 
- total, 15, 306, 387 
Equality 
- of functions, 12 
- of sets, 7 
Equation 
- differential, 178, 289-303, 328 
- Euler's (hydrodynamic), 447, 451 
- heat, 475 
- Laplace's, 475 
Equations 
- Cauchy-Riemann, 515 
- Euler-Lagrange, 496 
- Hamilton, 496 
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Error 
- absolute, 59-60, 80, 198 
- relative, 59-60, 198, 451 
Error function, 405 
Escape velocity, 391 
Euclidean structure, 433 
Euler's identity for homogeneous 

functions, 452 
Euler's substitution, 322 
Expansion 
- partial fraction, 285, 317 
- Taylor, 211, 222-232, 281 
Explosion, 295 
Exponent, 119 
Exponential function, 190, 296-302 
- complex, 275, 301 
Exponential integral, 327, 409 
Extension of a function, 12 
Extremum 
- constrained, 517, 527-539 
- interior, 215, 237 
- of a function of several variables, 

463-466 

F 
Factorization of a polynomial, 284 
Falling bodies, 295 
Fiber, 22 
Fibonacci numbers, 105 
Field 
- algebraic, 37 
- Archimedean, 68 
- ordered, 68 
- potential, 447, 450, 544 
- vector, 447 
First mean-value theorem, 352 
Force function, 450 
Formula 
- barometric, 291-293, 304 
- Bonnet's, 357 
- Cauchy-Hadamard, 270 
- change of variable 
- - in a definite integral, 364 
- de Moivre's, 267, 276 
- Euler's, 274 
- for change of variable in an 

indefinite integral, 312 
- for integration by parts, 312 
- - in an improper integral, 398 

- Hermite interpolation, 234 
- integration by parts, 371 
- Lagrange interpolation, 234 
- Leibniz', 210 
- MacLaurin's, 221 
- Meshcherskii's, 291 
- Newton-Leibniz, 329, 364, 367, 

369 
- Ostrogradskii's, 324 
- quadrature, 374 
- - rectangular, 373 
- Simpson's (parabolic), 374 
- trapezoidal, 373 
- Taylor's, 219-232, 461-476 
- for functions of several variables, 

461-476, 513 
- local, 227, 463 
- mult-index notation for, 476 
- with integral form of the 

remainder, 461, 476, 513 
- Tsiolkovskii's, 291 
- Viete's, 149 
Fraction 
- continued, 104 
- convergents, 104, 105 
- partial, 285, 317 
Fractional part, 54 
Function, 11-15, 418 
- additive interval, 347, 386 
- analytic at a point, 225, 281 
- asymptotically equivalent to 

another, 141 
- bounded, 112, 418, 426 
- from above, 112 
- from below, 112 
- characteristic, 14 
- concave, 243 
- constant, 109 
- continuous, 423-426 
- at a point, 151-154 
- - on a set, 154, 424 
- convex, 243-245 
- downward, 243 
- upward, 243 
- decreasing, 137 
- differentiate at a point, 178-179 
- Dirichlet, 158, 344 
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- exponential, 118-123, 190, 275, 
276, 296-302 

- force, 450 
- harmonic, 475 
- homogeneous, 452 
- hyperbolic, 201 
- implicit, 208, 212, 480-490 
- increasing, 136 
- infinite, 139 
- of higher order, 139 
- infinitesimal, 113-115 
- compared with another, 138 
- of higher order, 139 
- integrable, 333 
- inverse, 16, 165-168, 199, 448, 

498 
- Lagrange, 529, 531, 536 
- locally homogeneous, 452 
- logarithmic, 123-127 
- monotonic, 136 
- nondecreasing, 136 
- nonincreasing, 137 
- of a complex variable, 276 
- - continuous, 276 
- differentiable, 279 
- of several variables, 411 
- - differentiable, 434 
- periodic, 192, 267, 276, 368, 372 
- power, 127 
- Riemann, 158, 169, 344 
- sgn, 109 
- strictly convex, 243 
- trigonometric, 379-381 
- ultimately bounded, 112, 114, 130, 

137, 418 
- ultimately constant, 112 
- uniformly continuous, 162, 426 
Functional, 12, 14, 347 
Functional dependence, 508, 516 
Fundamental theorem of algebra, 

283-284 

G 
Geodesic, 14 
Geometric series, 96 
Germ of a function, 172 
Gradient, 446-447 
Graph of a function, 19, 170, 243-264 
- of several variables, 470, 471 

Group, 36 
- Abelian, 36, 49 
- additive, 36 
- commutative, 36 
- multiplicative, 37 

H 
Half-life, 293, 304 
Hessian, 495, 512, 542 
Hyperbolic cosine, 201 
Hyperbolic cosine integral, 327 
Hyperbolic sine, 201 
Hyperbolic sine integral, 327 

I 
Ideal of a ring, 172 
- maximal, 172 
- of functions, 172 
Identity 
- in a multiplicative group, 37 
- in the real numbers, 36, 37 
Image, 15, 21 
Imaginary part of a complex number, 

266 
Imaginary unit, 265 
Imbedding, 15 
Increment 
- of a function, 179, 435 
- of an argument, 178, 179, 435 
Indefinite integral, 307-315 
Index of a critical point, 516 
Inequality 
- Bernoulli's, 66, 89, 240 
- Cauchy-Bunyakovskii, 358 
- Hadamard's, 543 
- Holder's, 241, 250, 358 
- Jensen's, 249 
- Minkowski's, 242, 359, 412 
- Schwarz, 358 
- triangle, 57, 242, 412, 413, 432 
- Young's, 241, 263, 393 
Inferior limit, 91 
Injection, 15 
Inner product, 433 
Integer part, 54 
Integral 
- cosine, 327 
- Darboux, 345 
- definite, 329-333 
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- elliptic, 323-324, 326-327, 383, 
402 

- complete, 383, 389, 409 
- first kind, 324, 389, 408 
- second kind, 324, 383 
- third kind, 324 
- Euler, 402 
- Euler-Poisson, 327, 405 
- exponential, 409 
- Presnel, 327, 369, 408 
- Gaussian, 405 
- hyperbolic cosine, 327 
- hyperbolic sine, 327 
- hyperelliptic, 323 
- improper, 393-397 
- - absolutely convergent, 399 
- conditionally convergent, 403 
- convergent, 394 
- - divergent, 394 
- with more than one singularity, 

405 
- indefinite, 307-315 
- logarithmic, 314, 327 
- of a vector-valued function, 338 
- Riemann, 332-333 
- sine, 327 
- with variable upper limit, 359 
Integration, 308, 329 
- by parts, 312, 362 
- - in a definite integral, 371 
- by substitution (change of 

variable), 312, 364 
Intersection of sets, 8, 11 
Interval, 56 
- closed, 56 
- half-open, 56 
- multidimensional, 416 
- numerical, 55 
- open, 56 
- unbounded, 56 
Isomorphism, 39, 147 
Iteration, 31, 170 

J 
Jacobi matrix, 438, 441, 464 
Jacobian, 438 
- of the transition to polar 

coordinates, 500 

L 
Laplacian, 475, 480 
Law 
- Bernoulli's, 451 
- Clapeyron's (ideal gas), 292, 498 
- Kepler's, 455 
- Newton's, 173, 213, 296, 447, 

450 
- of addition of velocities, 205-208 
- of refraction, 240, 544 
- Ohm's, 24 
- Snell's, 239, 544 
Least upper bound, 44 
Legendre transform, 494-495 
Lemma 
- Bolzano-Weierstrass, 72, 90, 94 
- Fermat's, 215 
- finite covering, 71 
- Hadamard's, 476, 512 
- least upper bound, 53 
- Morse's, 512 
- on limit points, 72 
- on nested compact sets, 417 
Length 
- of a curve, 14, 377-378 
- of a path, 377-378 
- of an ellipse, 383 
- of an interval, 52 
Level curve, 450, 482 
Level of a function, 528, 542 
Level set, 450 
Level surface, 488 
Lifetime, 305 
Limit 
- of a composite function, 133, 420 
- of a function, 107-137, 418 
- of a mapping, 418 
- of a sequence, 79-82, 85 
- inferior, 91 
- partial, 93 
- superior, 91 
- over a base, 127-131 
Limits of integration, 332, 348, 359 
Linearity of the integral, 347 
Logarithm, 123, 124, 198, 199, 288 
- natural, 124, 288 
Logarithmic integral, 314, 327, 407 
Logarithmic scale, 199 
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M 
Mantissa, 69 
Mapping, 12, 418 
- bijective, 16, 23 
- bounded, 112, 418, 426 
- constant, 109 
- continuous, 151-154, 423-426 
- identity, 18 
- injective, 15, 23 
- inverse, 16, 18, 199, 448, 498, 499 
- left, 24 
- right, 24 
- linear, 178, 182, 430-431, 440, 443, 

448, 503 
- one-to-one, 16 
- surjective, 15, 23 
- tangent, 435, 464, 503, 522 
- ultimately bounded, 112, 418 
- uniformly continuous, 162, 426 
Mass, critical, 295 
Maximum, 44, 161, 426, 463 
- constrained, 527, 538 
- local, 214, 238-239, 463-472, 544 
Mean 
- arithmetic, 106, 250, 261 
- geometric, 250, 261 
- harmonic, 96, 106, 261 
- integral, 370 
- of order p, 106, 261 
- quadratic, 106, 261 
Mesh of a partition, 331 
Method 
- dimension, 454 
- Euler's, 298 
- gradient, 447 
- Lagrange multipliers, 529, 544 
- of exhaustion, 330 
- of least squares, 477 
- of undetermined coefficients, 286, 

299 
- Ostrogradskii's, 324 
Metric, 412-413, 426 
- in Rm , 412, 418 
Minimum, 44, 161, 426, 463 
- constrained, 527, 538 
- local, 214, 238-239, 463-472, 544 
Modulus 
- of a complex number, 266 

- of a real number, 56 
- of a vector, 176, 266 
- of continuity, 170 
Modulus of a spring, 300, 306, 386 
Monotonicity of the integral, 351 
Morphism, 12 
Multi-index, 475 
Multiplicity of a root, 285 

N 
Necessary condition for convergence, 

96 
Neighborhood 
- deleted, 108, 420 
- of a point, 57, 72, 107, 413, 418 
Node, interpolation, 234, 372 
Norm of a vector, 176, 431-434 
Normal vector, 472 
Nuclear reactor, 295 
Number 
- algebraic, 51, 52, 67, 76 
- complex, 265 
- e, 89, 102-104, 123-135, 276, 301 
- Fibonacci, 105 
- integer, 49 
- irrational, 51, 52, 67, 76 
- natural, 25, 28, 46 
- - von Neumann, 28, 31 
- negative, 43 
- 7T, 52, 276, 374, 380, 393 
- positive, 43 
- prime, 49 
- rational, 50, 54, 75 
- real, 35 
- transcendental, 51, 67, 76 
Number axis, 54 

O 
Operation 
- addition, 36 
- associative, 17, 36, 37 
- commutative, 36, 37 
- distributive, 37 
- multiplication, 36 
- of differentiation, 193 
- on sets, 8, 11 
Operator, 12 
- Laplacian, 475, 480 
- logical, 7, 29 



568 Subject Index 

- shift, 14 
- translation, 14 
Orbit, planetary, 306 
Order 
- linear, 38, 55, 68 
- partial, 38, 68 
Order of contact, 183 
Orthogonal vectors, 433 
Oscillation, 300-303 
- damped, 303 
- harmonic, 301, 303 
- of a function 
- - at a point, 154, 424 
- on a set, 131, 153, 419 
- of a particle in a well, 410 
- of a pendulum, 388-390, 392, 403, 

454 
- on a set, 334 
Oscillator 
- linear, 306 
- plane, 306 
Osculating circle, 264 

P 
Pair 
- ordered, 9, 28 
- unordered, 9, 27 
Parabolic mirror, 188 
Parametrization of a curve, 377, 379 
- natural, 388 
Partial derivative, 436 
Partial fraction, 285, 317 
Partial limit, 93 
Partition of an interval, 331 
- with distinguished points, 331 
Path, 377, 423, 425, 449, 470, 517, 

541 
- closed, 377 
- piecewise smooth, 378 
- simple, 377 
- simple closed, 377 
Pendulum, 388-390, 403, 454 
- cycloidal, 392, 410 
Period 
- of a function, 192, 276, 368 
- of oscillation, 389, 392, 403, 410, 

454 
- of revolution, 306 
?r(x), 137-142 

Plane, 467, 470 
- complex, 266, 276 
- tangent, 471-474, 488, 522, 523 
- - to a surface, 488, 523 
Point 
- boundary, 414 
- Chebyshev alternant, 172 
- critical, 464, 522, 543 
- degenerate, 542 
- - nondegenerate, 516 
- nondgenerate, 512 
- saddle point, 472 
- exterior, 414 
- fixed, 169, 170 
- in E m , 412 
- interior, 414 
- limit, 72, 415 
- local maximum, 214, 238-239, 

463-472 
- local minimum, 214, 238-239, 

463-472 
- of discontinuity 
- of a monotonic function, 166 
- of first kind, 157 
- of second kind, 157 
- of inflection, 247, 248, 494 
- stationary, 464, 544 
Polar coordinates, 500, 501 
Polar form of a complex number, 266 
Polynomial 
- Chebyshev, 171 
- Hermite, 234 
- Lagrange, 234, 372 
- Legendre, 372 
- of best approximation, 171, 172 
- Taylor, 226-230 
Potential 
- Newtonian, 391, 447 
- of a force, 386-388, 447 
- of a vector field, 447, 450, 544 
Power series, 270-273 
- absolutely convergent, 271-273 
- convergent, 270 
Pre-image, 15, 16, 22 
Primitive, 307-315, 329, 365, 367 
- generalized, 361 
- of a rational function, 315-319 
Principal value, 407 
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Principle 
- Archimedes', 52, 62, 74 
- Bolzano-Weierstrass, 72, 74 
- Borel-Lebesgue, 71, 74 
- Cauchy-Cantor, 71, 74 
- Fermat's, 240, 544 
- least upper bound, 67 
- of induction, 46, 47, 57, 66 
Problem 
- Buffon needle, 393 
- Huygens', 469, 478 
- Kepler's (two-body), 173 
- Okun's, 548 
Procedure 
- recursive, 18 
Product 
- Cartesian, 10, 28, 31 
- direct, 10, 28, 31 
- infinite, 148 
- inner, 433 
- of series, 272 
Projection, 10, 13, 424 
- stereographic, 540 
Property 
- global, 160, 426 
- holding ultimately (over a base), 

130-138 
- local, 158, 172, 424 

Q 
Quantifier 
- existence, 7, 29 
- universal, 7, 29 

R 
Radioactive decay, 293-295 
Radius 
- critical, 295 
- of convergence, 270 
- of curvature, 264 
Range 
- of a function, 12 
- of a relation, 20 
Rank 
- of a mapping, 503, 516 
- of a number, 64, 67 
- of a system of functions, 516 
Rational part of an integral, 324 
Real part of a complex number, 266 

Rearrangement of terms of a series, 
97, 272 

Rectification, 502 
Recursion, 18 
Refinement of a partition, 334 
Relation, 5, 19, 20 
- antisymmetric, 21 
- equality, 7, 20 
- equipollence, 25 
- equivalence, 20, 25 
- functional, 21, 22 
- inclusion, 7, 21, 68 
- order, 21, 55 
- - linear, 21 
- partial, 21 
- reflexive, 20 
- symmetric, 20 
- transitive, 20, 22 
- transpose, 22 
Remainder in Taylor's formula, 

220-228, 374 
- Cauchy form, 221, 364 
- integral form, 363, 461, 476 
- Lagrange form, 221-228, 364, 

462, 476 
- Peano form, 228, 463 
Resolution of a diffeomorphism, 

509 
Restriction of a function, 12 
Ring 
- of continuous functions, 172 
- of germs of continuous functions, 

172 
Root 
- multiplicity, 285 
- nth, 68, 119 
- of a complex number, 268 
- of a polynomial, 171, 281-284 
- multiple, 234, 285 
Rule, l'Hopital's, 250 

S 
Saddle point, 472 
Secant, 183, 184 
Second mean-value theorem, 353, 

357 
Sequence, 58, 71, 80 
- bounded, 82, 87 
- Cauchy, 85, 269, 419 
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- constant, 81 
- convergent, 80 
- decreasing, 87 
- divergent, 80 
- fundamental, 85, 269, 419 
- increasing, 87 
- monotonic, 87 
- nested, 71, 72 
- - of intervals, 72 
- nondecreasing, 87 
- nonincreasing, 87 
- numerical, 58 
- of closed intervals, 86 
- of nested compact sets, 417 
- ultimately constant, 82 
Series, 95 
- absolutely convergent, 97 
- convergent, 95 
- - absolutely, 97 
- divergent, 95 
- harmonic, 96 
- numerical, 95 
- power, 222, 270-273 
- Taylor, 222, 281 
Set, 5, 6, 25 
- bounded, 44, 417 
- from above, 44 
- - from below, 44 
- Cantor, 346 
- cardinality, 74 
- closed, 413-417 
- connected, 425, 428 
- pathwise, 425 
- countable, 74, 75 
- empty, 8, 26 
- equipollent to another, 25 
- finite, 26 
- inductive, 28, 46, 66 
- infinite, 26 
- invariant, 24 
- level, 450 
- of integrable functions, 333, 

340 
- of measure zero, 342-344 
- open, 413-416, 425, 428 
- stable, 24 
- unbounded, 420 
- uncountable, 76 

Sine 
- circular, 107, 275 
- hyperbolic, 201, 275 
Sine integral, 327 
Space 
- configuration, 14 
- Euclidean, 433 
- metric, 412 
- complete, 132, 419 
- phase, 15 
- 1l[a,b], 333, 340, 341, 347 
- Rm , 411, 421, 429 
- tangent, 435, 522-526 
- vector, 340, 341, 347, 429 
Sphere, 414, 426, 427, 540 
Spherical coordinates, 501 
Stationary point, 464 
Streamline, 451 
Structure 
- Euclidean, 433 
- logical, 29 
Subsequence, 90 
Subset, 7, 28 
- empty, 8, 27 
- proper, 8 
Substitution, Euler's, 322 
Successor, 28 
Sum 
- Darboux, 338, 345 
- of a series, 95 
- partial, 95 
- Riemann, 330, 338 
- lower, 338 
- - upper, 338 
Superior limit, 91 
Support of a path, 377, 381 
Surface, 470, 471, 501, 517, 521, 

523 
- level, 488 
- minimal, 495 
Surjection, 15 
Symbol 
- logical, 1 
- O, 141 
- o, 139 
System of computation, 46, 61, 

70 
- positional, 61, 65 
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System of functions 
- dependent, 508, 516 
- independent, 508, 516 

- Rolle's, 216, 477 
- Schroder-Bernstein, 31 
- Thales', 55 
- Vallee Poussin's, 171 

T 
Table 
- of derivatives, 205 
- of primitives (indefinite integrals), 

311 
Tangent, 176-185, 215, 246, 480 
- hyperbolic, 203 
Tangent line, 183 
Tangent mapping, 435, 464, 503 
Tangent plane, 471-474, 488, 522, 

523 
- to a surface, 488, 523 
Tangent space, 435, 522-526 
Tangent vector, 472 
Test 
- d'Alembert's, 100, 224 
- for extrema, 215 
- Gauss', 149 
Theorem 
- Abel's, 271 
- Bolzano-Cauchy, 160 
- Cantor uniform-continuity, 164 
- Cantor's, 26 
- Cantor-Heine, 164 
- Cauchy's finite-increment, 218 
- Chebyshev's, 172 
- comparison 
— for integrals, 400 
— for series, 98 
- Darboux', 233, 345 
- Dedekind's, 65 
- finite-increment, 218, 219, 455 
- fundamental, of arithmetic, 67 
- Heine-Borel, 71 
- implicit function, 480-490 
- Lagrange's finite-increment, 

216-219 
- Liouville's, 67 
- mean-value, 217, 455 
— first, 352, 371 
— second, 353, 357, 371, 404 
- of dimension theory (i7-theorem), 

454 
- rank, 503 

- Weierstrass maximum-value, 
161 

- Weierstrass', 87 
Topology, 109 
Transform 
- involutive, 263, 494 
- Legendre, 263, 494-495 
Transformation, 12 
- Abel's, 353 
- Galilean, 13, 24, 206-207 
- linear, 430-431, 440, 503 
- Lorentz, 13, 24, 208 
Trapezoid, curvilinear, 383 
Truth table, 4 

U 
Union of sets, 8, 11 
Unit 
- multiplicative, 40 
Unit, imaginary, 265 

V 
Value 
- of a function, 11, 21 
— average, 370 
- principal, 407 
Variable, canonical, 496 
Vector 
- normal, 472 
- tangent, 472 
Vectors, orthogonal, 433 
Velocity 
- escape, 391 
- instantaneous, 174-177, 195 
- of light, 13, 59, 207, 240 
Volume of a solid of revolution. 

384 

W 
Work, 385 
- escape, 391 

Z 
Zero divisor, 69 
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Galilei, Galileo, 1, 13 
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405, 477, 478 
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H 
Hadamard, J., 270, 476, 512, 543 
Hamilton, W., 496 
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Hermite, Ch., 234 
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Holder, O., 241, 250, 358 
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J 
Jacobi, C , 438 
Jensen, J., 248, 359 



574 Name Index 

K 
Kelvin, Lord (W. Thomson), 292 
Kepler, J., 173, 455 

L 
Lacroix, S., 19 
Lagrange, J., 181, 216-219, 221, 222, 

224, 227, 228, 245, 462, 496, 529, 
544 

Laplace, P., 273, 475 
Lebesgue, H., 71, 342, 343, 346 
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329, 362-365, 369 
l'Hopital, G., 250 
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